
  

 This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)      22 
 

International Journal of Computer Engineering in Research Trends      

ISSN: 2349-7084/  https://doi.org/10.22362/ijcert.v10i12.912 

Volume 10, Issue 12, December 2023 

© 2023, IJCERT All Rights Reserved        

  
Research Paper 

Capturing the Essence: An In-Depth Exploration of 

Automatic Image Captioning Techniques and 

Advancements 

Sushma Jaiswal
1*

, Harikumar Pallthadka
2
, Rajesh P. Chinchewadi

3
, Tarun Jaiswal

4
  

1 
Guru Ghasidas Central University, Bilaspur (C.G.) and Post-Doctoral Research Fellow, Manipur International 

University, Imphal, Manipur, jaiswal1302@gmail.com, https://orcid.org/0000-0002-6253-7327  
2
 Manipur International University, Imphal, Manipur, vc@miu.edu.in, https://orcid.org/0000-0002-0705-9035.   

3
 Manipur International University, Imphal, Manipur, rajesh.cto@miu.edu.in.   

4 
National Institute of Technology, Raipur, tjaiswal_1207@yahoo.com, https://orcid.org/0000-0003-3963-4548 

 

*Sushma Jaiswal: jaiswal1302@gmail.com 
 

 

Received: 12/10/2023,                             Revised: 05/11/2023,                                      Accepted:  19/12/2023                             Published:  30/12/2023 

Abstract: - This comprehensive overview offers a deep dive into the quickly developing topic of automatic image 
captioning. It provides a thorough examination of the many approaches, datasets, and assessment criteria applied in the 
production of written descriptions from visual content. With an emphasis on the extensively used MS COCO dataset, the 
article explores the critical significance of datasets in addition to exploring the nuances of cutting-edge image captioning 
algorithms. It also goes over the fundamental function of assessment metrics, stressing the importance of BLEU, METEOR, 
ROUGE, CIDEr, and SPICE metrics in determining the caliber of created captions. This study is an invaluable tool for 
scholars and practitioners looking to improve the field because it offers a thorough analysis of the developments and 
difficulties in this field. To be more precise, we start by quickly going over the earlier traditional works using the retrieval 
and template. After that, research on deep learning (DL)-based image captioning is concentrated. For a thorough 
overview, these studies are divided into three categories: the encoder-decoder architecture, the attention techniques, and 
training techniques based on framework structures and training methods. The publicly accessible datasets, evaluation 
metrics, and those suggested for particular requirements are then summarized, and the state-of-the-art techniques are then 
contrasted using the MS COCO dataset, we offer a few talks about unresolved issues and potential avenues for future 
research. 

Keywords- Artificial-intelligence, attention-mechanism, encoder-decoder framework, image captioning, multi-modal 

understanding, training strategies. 
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1. Introduction 

One of the main objectives in the fields of computer vision 

and natural language processing has always been to 

establish a connection between the written descriptions and 

the visual reality. The challenge of automatically 

producing meaningful and contextually appropriate written 

descriptions from visual content, known as automatic 

image captioning, has advanced significantly in the last 

few years. This thorough analysis objectives to provide a 

Thorough analysis of this dynamic and changing 

environment. Converting images to text is an extremely 

important procedure in several fields, such as content 

indexing, accessibility, and human-computer interaction. 

Furthermore, it has been widely used in fields including  

 

helping the blind, improving image retrieval systems, and 

expanding the storytelling capabilities of AI-powered 

virtual assistants. We take a deep dive into the approaches, 

datasets, and assessment criteria that characterize the 

SOTA in automatic image captioning in this paper. We 

explore the architectural underpinnings, covering the 

introduction of recurrent neural networks (RNNs), 

transformer-based models, and convolutional-neural 

networks (CNNs), which have completely changed the 

image captioning industry. We also highlight the critical 

role that datasets play in both training and evaluation. The 

Microsoft Common-Objects in Context (MS COCO) 

dataset is a shining example of one of these, including a 

wide range of images with accompanying human-

generated captions. This dataset continues to drive 
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research in this area and has established itself as a 

benchmark for comparing image captioning techniques. 

There is a growing body of recognized evaluation metrics 

that are used to guarantee the quality of generated 

captions. We examine the fundamental metrics—BLEU, 

METEOR, ROUGE, CIDEr, and SPICE, among others—

and talk about how important they are for determining how 

true captions are to human references. These metrics offer 

a common framework for assessing how well image 

captioning models function and contrasting the outcomes. 

We hope to provide a full grasp of the developments and 

difficulties that define automatic image captioning as we 

work through this extensive review. Researchers, 

developers, and enthusiasts looking to improve automatic 

image captioning systems will find great value in the 

synthesis of approaches, datasets, and assessment 

measures as well as insights into the current status of the 

field. The image captioning technical diagram shows the 

intricate procedures of turning visual content into textual 

descriptions. This incorporates CNNs for image feature 

extraction, RNNs or Transformer-based architectures for 

caption generation, and attention methods to align visual 

and textual information. To improve captions, 

reinforcement learning could be used. The overall practical 

diagram is displayed in Figure 1.  

 

Figure 1: Overall DL-based image captioning architectural 

diagram 

2. Literature Review 

 

The authors [1] proposed a neural network model that 

selectively focuses on visual regions to generate 

meaningful captions. This method is based on the 

hypothesis that humans describe images by focusing on 

specific parts. Attention mechanisms help the model focus 

on relevant visual regions, resulting in more contextually 

correct and informative captions, according to the report. 

The model may "show" its comprehension of the visual 

material and "tell" a coherent tale in the generated captions 

by focusing on various portions of the image at each phase. 

The "Show, attend and tell" model presented in the paper 

is a major advance in image captioning because it uses 

CNNs for image feature extraction and RNNs for caption 

generation, along with attention mechanisms to improve 

caption quality. 

The paper [2] discussed competition successes and 

problems, including image captioning methodologies and 

techniques. The MS COCO dataset is crucial to measuring 

and improving image captioning technology. This study 

helps explain image captioning's state and evolution 

throughout the 2015 MS COCO challenge. Computer 

vision and natural language processing researchers and 

practitioners benefit from it. 

Lu et al. [3] used a visual sentinel mechanism to study 

adaptive attention in image captioning. The visual sentinel 

helps the model priorities image regions during captioning, 

resulting in more contextually relevant and informative 

captions. Improved image captioning model quality and 

efficiency make the paper relevant. It shows how to 

optimize attention processes for image captioning. The 

findings in this work have inspired computer vision and 

image captioning research. 

Rennie et al. [4] used self-critical sequence training to 

optimize image captioning models based on their own 

captions. The paper examines how self-critical training can 

significantly enhance image captions. This paper has 

greatly impacted computer vision and image captioning by 

revealing how to train models more effectively. This self-

critical sequence training method is essential to improving 

image captioning systems. 

The Liu et al. [5] suggested the CPTR paradigm, which 

uses Transformer architecture for image feature extraction 

and caption generation. This breakthrough in image 

captioning distinguishes it from the typical use of CNNs 

and RNNs. The research shows how a complete 

Transformer network may better capture long-range 

dependencies and contextual information for image 

captioning. The study shows how cutting-edge DL systems 

may improve image captions. 

In [6] studied how visual associations can improve 

image caption quality and context. Visual relationships 

between objects and elements in images are used to 

improve captions' descriptive effectiveness. This paper 

emphasises the necessity of capturing both individual 

items and their interactions, which could advance image 

captioning. This research enriches visual content 

descriptions, making it useful for computer vision and 

natural language processing researchers. 

In paper [7] surveyed the crucial problem of 

harmonising caption words with image visuals. The 

research seeks to improve image caption accuracy and 

contextual relevance by aligning linguistic descriptions 

and visual information. This paper's findings can improve 

image captions and understanding textual-visual links. 

This research improves multimedia and image captioning 

by aligning verbal descriptions with visual content. 

Yu et al. [8] used a multimodal-transformer architecture 

with multi-view visual representations. Authors combine 

visual sources to improve image caption quality and 

contextually. This paper shows that multimodal models 

and multi-view representations improve descriptive image 

captions, which has major implications for image 

captioning. This research improves computer vision and 

natural language processing researchers' grasp of how to 

integrate visual information into image captioning. 
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This research revisits and improves vision-language 

model visual representations to improve visual-textual 

communication [9]. The VINVL paradigm improves 

vision-language interactions' quality and contextually. The 

study shares insights about optimizing and integrating 

visual representations into vision-language models, adding 

to computer vision and natural language processing 

understanding. This discovery is important because vision-

language models are increasingly used in image captioning 

and other applications [9]. 

Zhang et al. [10] examined the Rstnet model, which 

uses adaptive attention to improve captioning. Note that 

the attention technique is used to both visual and non-

visual words, making caption production more thorough 

and contextually relevant. 

This study investigated auto-encoded scene graphs in 

image captioning. The authors hope scene graphs help 

readers understand visual relationships and aspects, 

making captions more contextual and helpful [11]. 

Yang et al. [12] suggested collocate neural modules to 

improve image captioning. The authors want to create 

more contextually appropriate and useful image 

descriptions by ordering and coordinating brain modules. 

The paper emphasizes brain module organization and 

synchronization in caption production, providing new 

insights into image captioning algorithms. This research 

advances neural module optimization for image 

captioning, helping computer vision and natural language 

processing researchers and practitioners. 

In [13] proposed "stack-captioning," a coarse-to-fine 

learning approach to improve image captioning. By 

sequentially refining caption production, the authors hope 

to provide more contextually accurate and informative 

image captions. 

This investigation examined global-local attention, 

which improves image captioning. The authors use this 

attention mechanism to capture global and local 

information in photos for more contextually relevant and 

interesting subtitles [14]. 

This research improved image captioning with saliency 

and context attention. The authors intend to write more 

contextually relevant and informative image captions by 

focusing on salient regions and contextual information 

[15]. Gao et al. [16] examined "deliberate attention 

networks" and how they could improve image captioning. 

The authors used conscious attention techniques to create 

more contextually relevant and informative image 

captions. The article highlighted the relevance of 

conscious attention networks in refining image captions, 

providing useful insights. This research helped computer-

vision (C V) and natural-language processing (NLP) 

researchers and practitioners understand how attention 

mechanisms could be actively integrated into image 

captioning. Zhang et al. [17] studied visual relationship 

attention to capture implicit area relationships in images to 

better descriptive image captions. The article helped 

explain how attention mechanisms might improve image 

caption quality and context. 

X-linear attention networks [18] were used to improve 

image captioning in this study. These networks improved 

attention to provide contextually appropriate and 

informative image captions. By emphasizing the relevance 

of X-linear attention networks in increasing caption 

quality, the article shed light on image captioning. Herdade 

et al. [19] examined how captioning turns image objects 

into descriptive words. The research explained how visual 

content is translated into text. The paper, presented at the 

Advances in Neural Information Processing Systems 

conference, illuminated the process of turning visual 

elements into language and provided valuable insights for 

computer vision and natural language processing 

researchers and practitioners. Guo et al [20] frazzled the 

necessity of normalized and geometry-aware self-attention 

networks in image captioning. To generate more 

contextually relevant and meaningful image captions, these 

networks included geometric information and 

normalization into the attention mechanism.  

This investigation examined the "Entangled 

Transformer" and image captioning. The Entangled 

Transformer architecture was used to provide more 

contextually relevant and informative image captions [21]. 

Cornia et al.[22] examined image captioning with the 

"Meshed-Memory Transformer". This method used the 

Meshed-Memory Transformer architecture to create more 

contextually relevant and informative image captions. By 

emphasizing the Meshed-Memory Transformer's role in 

improving captions, the paper shed light on image 

captioning. This research helped computer vision and 

natural language processing researchers and practitioners 

comprehend how new transformer designs could be used 

in image captioning. 

The Oscar approach aligns objects and semantics in pre-

training to improve vision-language tasks, according to 

this study. This matching of object and semantic 

information improves visual-text communication [23]. 

In [24], the authors recommended "Look Back and 

Predict Forward" to improve image captioning. The 

authors hope this method will produce more contextually 

relevant and useful image captions. The study 

demonstrated how "Look Back and Predict Forward" 

improves image captions, providing significant insights. 

This research helps CV and NLP researchers and 

practitioners improve image captions by incorporating 

temporal factors. 

Luo et al. [25] introduced the "Dual-Level 

Collaborative Transformer" to improve image captioning 

in this study. They used this method to create more 

contextually relevant and informative image captions. 

In [26], the authors improved image captioning by using 

the caption better. They used caption information to create 

more contextually relevant and informative image 

captions. 

In this study, the authors introduced "Attention on 

Attention" to improve image captioning [27]. They used 

this method to create more contextually relevant and 

informative image captions. This work helped computer 

vision researchers and practitioners understand how 

attention mechanisms might improve image captioning. 

Liu et al. [28] presented a "Context-Aware Visual 

Policy Network" to improve sequence-level image 
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captioning. This method considered context and visual 

policies to provide more contextually relevant and 

informative image captions. 

The authors introduced a "Recurrent Fusion Network" 

to improve image captioning in this study. Visual and 

textual information were repeatedly fused to create more 

contextually relevant and informative image captions [29]. 

It helped computer vision researchers and practitioners 

understand how recurrent fusion networks may improve 

image captioning. 

Yao et al. [30] proposed using features to improve 

image captioning in this study. The goal was to use visual 

content attributes to create more contextually relevant and 

informative image captions. Hierarchy parsing was applied 

to improve image captioning in this study. The goal was to 

create more contextually appropriate and informative 

image captions by considering visual content hierarchy 

[31]. 

This study proposed distilling an image-text matching 

model to improve grounded image captions. Matching 

model findings were used to create more contextually 

relevant and informative image captions [32]. This study 

introduced a recall method for image captioning. A 

technique that emphasizes recalling pertinent information 

was used to create more contextually relevant and 

informative image captions [33]. 

A transformer network's intra- & inter-layer global 

representations were used to improve image descriptions in 

this study. This method considered global representations 

at several levels to create more contextually appropriate 

and informative image captions [34]. 

 

3. Evaluation Metrics 

Evaluation metrics analyses the performance and 

quality of processes, systems, models, and algorithms. 

Image captioning and natural language processing use 

numerous evaluation measures to evaluate caption quality. 

These criteria assist researchers and practitioners evaluate 

image captioning methods. These image captioning 

metrics are common: 

 

1. BLEU (Bilingual Evaluation Understudy): 

popular metric for assessing the calibre of text 

produced by machines, such as image captions, is 

called BLEU. Based on n-grams (word sequences), 

it calculates how similar the generated and 

reference captions are to each other. Greater 

quality captions are indicated by a higher BLEU 

score [35]. 

2. ROUGE (Recall-Oriented Understudy for 

Gisting Evaluation): The ROUGE set of 

measures is employed to assess the text quality 

produced by summarization systems. The measure 

concentrates on word recall and overlap between 

generated and reference captions [36]. 

3. METEOR (Metric for Evaluation of 

Translation with Explicit ORdering): Another 

measure that takes into consideration word overlap 

is METEOR, which also takes stemming, 

synonyms, and other linguistic variances into 

account. It provides a more thorough assessment of 

captions [37]. 

4. CIDEr (Consensus-based Image Description 

Evaluation): CIDEr was created especially for the 

assessment of image captions. It evaluates caption 

quality based on consensus from human annotators 

as well as word diversity and individuality [38]. 

5. SPICE (Semantic Propositional Image Caption 

Evaluation): One metric used to assess the 

semantic quality of image captions is called 

SPICE. It evaluates how well captions convey the 

visual content's meaning, taking into account 

object relationships [39]. 

6. Perplexity: The degree to which a language model 

accurately anticipates a given caption given the 

context supplied by the image is measured by its 

perplexity. Better model performance is indicated 

by lower confusion [40]. 

7. METE (Metric for Evaluation of Textual 

Entailment): METE evaluates how logically a 

image and its caption relate to one another. It 

assesses whether the caption supports or refutes the 

substance of the image [41]. 

8. Human Evaluation: Apart from automatic 

measurements, human assessment entails having 

hu-man annotators judge the calibre of created 

captions. This could involve standards like overall 

quality, relevancy, and fluency [42]. 

 

These assessment criteria are critical for evaluating the 

effectiveness of various image captioning models, fine-

tuning model parameters, and monitoring industry 

advancements. For a comprehensive assessment of their 

image captioning systems, researchers frequently combine 

these measures. 

 

4. Benchmark Datasets 

To assess and compare the effectiveness of image 

captioning methods, benchmarking datasets are essential. 

They offer a set of uniform photos along with human-

generated captions, enabling efficient comparisons 

between various models. An effective dataset can boost 

algorithm efficiency, Table 1 summarizes published 

datasets. These are a few benchmark datasets for image 

captioning: 

 

1.        MS COCO (Common Objects in Context): One 

of the most used benchmark datasets for image 

captioning is MS COCO. It has a vast assortment of 

unique photos, many of which have several human-

annotated captions. The MS COCO benchmark is 

used to assess how well image captioning models 

perform. This is mostly made up of intricate scene 

images from Flickr, Yahoo's book-style website. 

Each image has five annotations, and there are 

82,783 train images, 40 504 validation images, and 

40,775 test images total [43]. 
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2.        Flickr30K: Another benchmark dataset, Flickr30K, 

has a sizable number of images from Flickr with 

five human-generated captions for each image. 

Research and assessment on image captioning 

frequently use it. The Flickr8k dataset has been 

expanded into Flickr30k. It has 31,783 images total, 

with five manual sentence labels assigned to each 

image [44]. 

3.       Flickr8K: Like Flickr30K, a sizable portion of the 

images in the Flickr8K dataset have captions 

created by humans. It is commonly utilised as a 

benchmark dataset for jobs involving image 

captioning. The 8092 images in Flickr8k are 

divided into three categories: training (6092), 

verification (1000), and testing (1000). Five distinct 

sentences, each with an AVG length of 11.8 words, 

are tagged on each image. The dataset is 

manageable and appropriate for novice users [45]. 

4.        Visual Genome: A substantial resource for vision-

language challenges is the Visual Genome dataset. 

It is useful for assessing intricate image captioning 

models since it provides a large No.’s of images 

with thorough object and relationship annotations 

[46]. 

5.        AI2D (A Large-scale Dataset for Denotational 

Image Description): The AI2D dataset offers a 

large-scale image and caption collection with an 

emphasis on denotational image description. Its 

purpose is to facilitate further research into this 

particular area of image captioning [47]. 

 

These benchmark datasets are used as a basis for 

comparing and developing image captioning models and 

are well-known in the field. These datasets are frequently 

used by researchers to test, train, and assess the 

effectiveness of their image captioning systems. 

 

5. Experimental Evaluation 

The Table 2 that is supplied provides an insightful 

comparison of several image captioning techniques 

according to their architectural elements and performance 

indicators. This data provides insightful information that 

image captioning researchers and practitioners can use to 

choose the best components and techniques for their 

particular applications. Improving the quality of 

spontaneously generated image descriptions and pushing 

the boundaries of image captioning require this kind of 

comparative investigation.  

Table 1. Summarizes the performance of commonly 

accepted approaches. We give their accuracy score using 

conventional assessment measures on the MS COCO 

Karpathy-split-test set. They give demonstrations of their 

usage of attention mechanisms, visual encoding, and 

language decoding, and training strategies. Methods are 

grouped by suggested dates in Table 2.  

In recent times, there has been a notable advancement in 

image captioning models. In terms of standard metrics, the 

B-4 score varies from 24.6 for global CNN features (NIC 

[2]) to 38.2 and 38.4 based on cross-entropy loss for graph 

encoding (CGVRG [26]) and self-attention encoding (X-

LAN [18]), with a similar upward trend in reinforcement 

learning training.  

The CIDEr score, which peaks at 140.4 for vision-and-

language pre-training employing reinforcement learning, is 

absent from early grid feature models. It varies from 114.0 

for region features to 135.6 for self-attention. We can 

further conclude that better captions are produced by 

structured and fine-grained visual semantic information as 

well as a variety of mutual interactions.  

As opposed to Up-Down (fine-grained visual area 

features), GCN-LSTM [6] (organized visual information 

and relationships), and ETA [21], NIC [2] (coarse grid 

features) performs badly.  

Reward learning can be a good substitute for cross-entropy 

loss, according to the results of several training methods. 

The most recent pre-training model, VinVL [9], finally has 

the highest ranking across all criteria. 
 
 

 

 

 

 

 

 

 

 

 

 

 

Table 2. An overview of how many images were used in each dataset for testing, validation, and training. Additionally 

shown are the topic of the dataset and the number of caption labels for apiece image in the collection. 
 

Dataset 

 

Training 

Size  

Captions/im

ages 

 

Topic 
Validatio

n 

Testing 

Flickr8k [44] 6000 1000 1000 5 Human 

activities 

Flickr30k [45] 28 000 1000 1000 5 Human 

activities 

MSCOCO [43] 82 783 40 504 40 775 5 Daily scene 

(Karpathy’s split) 112 783 5000 5000 5 Daily scene 

file:///C:/Users/sushma%20jaiswal/Downloads/Visuals+to+Text_+A+Comprehensive+Review+on+Automatic+Image+Captioning.docx%23_bookmark156
file:///C:/Users/sushma%20jaiswal/Downloads/Visuals+to+Text_+A+Comprehensive+Review+on+Automatic+Image+Captioning.docx%23_bookmark157
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PASCAL 1K [48] − − 1000 5 Human 

activities 

YFCC100M [49] 9920 million (32%) 7 Public 

multimedia 

Multi30K-CLID 

[50] 

29 000 1000 1000 5 Daily scene 

AIC [51] 210 000 30 000 30 000 + 

30 000 

5 Daily scene 

IAPR TC-12 [52] 17 665 − 196

2 

         1.7 Still natual 

GoodNews [53 ] 424 000 18 000 23 000 1 News 

VizWiz [54] 23 431 7750 8000 5 Blind view 

Nocaps [55] 1 700 

000 

4500 10 

600 

      10 Novel objects 

FACAD [56] 993 000 images in total       0.2 Fashion items 

TextCaps [57] 424 000 18 000 23 000           1 Text 

 

 

Table 2. An overview of image captioning frameworks based on DL and their performances in various training approaches 

(attention Based). The Standard Metrics of Bleu-4, Meteor, Rouge-1, Cider, and Spice are represented by the markers 

"B4", "M," "R-L," "C," and "S," respectively. All results are derived from the Karpathy's-split of the MSCOCO dataset, 

and these scores are derived from the corresponding papers. 

 
 

         Method 

 

 

Encoder 

 

Decoder 

 

Cross-Entropy Reinforcement Learning 

B-4 

 

M 

 

R-

L 

 

C 

 

S 

 

B-

4 

 

M 

 

R

-L 

 

C 

 

S 

 

Soft-ATT 

[1] 

CNN LSTM 24.3 23.9 − − − − − − − − 

Hard-

ATT [1] 

CNN LSTM 25.0 23.0 − − − − − − − − 

NIC [2] CNN LSTM 24.6 − − − − 27.7 23.7 − 85.5 − 

Adp-ATT 

[3] 

CNN LSTM 33.2 25.7 55.0 101.3 − − − − − − 

SCST [4] CNN LSTM 30.0 26.0 54.3 101.3 − 34.2 26.7 55.7 114.0 − 

CPTR [5] SA T-

ATT 

− − − − − 40.0 29.1 59.4 129.4 − 

GCN-

LSTM [6] 

GCN LSTM 36.8 27.9 57.0 116.3 20.9 38.2 28.5 58.3 127.6 22.0 

VSUA [7] GCN LSTM − − − − − 38.4 28.5 58.4 128.6 22.0 

MT [8] SA T-

ATT 

37.4 28.7 57.4 119.6 − 40.7 29.5 59.7 134.1 − 

VinVL. 

[9] 

SA T-

ATT 

38.2 30.3 − 129.3 23.6 40.9 30.9 − 140.4 25.1 

RSTNet 

[10] 

SA T-

ATT 

− − − − − 40.1 29.8 59.5 135.6 23.3 

SGAE 

[11] 

GCN LSTM − − − − − 38.4 28.4 58.6 127.8 22.1 

CNM 

[12] 

GCN LSTM 37.1 27.9 57.3 116.6 20.8 38.7 28.4 58.7 127.4 21.8 

Stack-

Cap [13] 

CNN LSTM 35.2 26.5 − 109.1 − 36.1 27.4 56.9 120.4 20.9 

GLA [14] CNN LSTM 31.2 24.9 53.3 96.4 − − − − − − 

Semantic-

ATT [15] 

CNN LSTM 37.7 27.9 58.2 123.7 − − − − −  

DA [16] CNN LSTM 33.7 26.4 54.6 104.9 19.4 37.5 28.5 58.2 125.6 22.3 

VRATT-

Soft [17] 

CNN LSTM 34.3 28.5 60.0 111.7 20.1 37.5 28.5 61.6 122.1 22.1 

VRATT-

Hard [17] 

CNN LSTM 36.3 27.9 60.6 113.0 20.4 36.6 28.4 60.9 119.8 21.5 

X-LAN 

[18] 

SA LSTM 38.2 28.8 58.0 122.0 21.9 39.5 29.5 59.2 132.0 23.4 

X-T [18] SA T-

ATT 

37.0 28.7 57.5 120.0 21.8 39.7 29.5 59.1 132.8 23.4 

ORT [19] SA T-

ATT 

35.5 28.0 56.6 115.4 21.2 38.6 28.7 58.4 128.3 22.6 

NG-SAN 

[20] 

SA T-

ATT 

− − − − − 39.9 29.3 59.2 132.1 23.3 

ETA [21] SA T-

ATT 

37.1 28.2 57.1 117.9 21.4 39.3 28.8 58.9 126.6 22.7 

M2-T 

[22] 

CNN LSTM − − − − − 39.1 29.2 58.6 131.2 22.6 
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OSCAR 

[23] 

SA T-

ATT 

36.5 30.3 − 123.7 23.1 40.5 29.7 − 137.6 22.8 

LBPF 

[24] 

CNN LSTM 37.4 28.1 57.5 116.4 21.2 38.3 28.5 58.4 127.6 22.0 

DLCT 

[25] 

SA T-

ATT 

− − − − − 39.8 29.5 59.1 133.8 23.0 

CGVRG 

[26] 

GCN LSTM 38.4 28.2 58.0 119.0 21.1 38.9 28.8 58.7 129.6 22.3 

AOANet 

[27] 

SA LSTM 36.9 28.5 57.3 118.5 21.6 39.1 29.0 58.9 128.9 22.5 

CAVP 

[28] 

CNN LSTM − − − − − 38.6 28.3 58.5 126.3 21.6 

RFNet 

[29] 

CNN LSTM 35.8 27.4 56.8 112.5 20.5 36.5 27.7 57.3 121.9 21.2 

LSTM-A 

[30] 

CNN LSTM 35.2 26.9 55.8 108.8 20.0 35.5 27.3 56.8 118.3 20.8 

GCN-

HIP [31] 

GCN LSTM 38.0 28.6 57.8 120.3 21.4 39.1 28.9 59.2 130.6 22.3 

POS-

SCAN 

[32] 

CNN LSTM 36.5 27.9 − 114.9 20.8 38.0 28.5 − 125.9 22.2 

SRT [33] SA T-

ATT 

36.6 28.0 56.9 116.9 21.3 38.5 28.7 58.4 129.1 22.4 

MAC 

[34] 

SA T-

ATT 

− − − − − 39.5 29.3 58.9 131.6 22.8 

 

 

6. Conclusion 

Within the fields of CV and NLP, automatic image 

captioning is a crucial field that focuses on converting 

visual input into text descriptions. Recent years have seen 

amazing progress in this interdisciplinary field, driven by 

the incorporation of DL techniques and the increasing 

availability of large-scale image-caption datasets. In this 

study, we perform a thorough overview of the history of 

image captioning, cover-ing a wide range of topics such as 

evaluation criteria, datasets, contemporary DL models, and 

traditional methods. We start by providing an overview of 

template-based and retrieval-based techniques, as well as 

their improvements. We then explore DL Image captioning 

models, emphasizing training methods, attention 

processes, and the encoder-decoder framework. We 

classify and condense assessment metrics and datasets that 

are pertinent to captioning images. We compare the 

performance of current approaches with the MS COCO 

benchmark and industry-standard evaluation metrics. Even 

while DL models have come a long way, they can still be 

improved. We wrap off by talking about some possible 

future routes for image captioning research. Among other 

fields, intelligent information transfer, smart homes, and 

education all depend heavily on image captioning. It is 

unquestionably important in the fields of DL and artificial 

intelligence, and in the future, its impact on our daily lives 

is predicted to increase. This analysis highlights the 

persisting hurdles and the opportunity for additional 

refining even though DL models for image captioning 

have made substantial progress. Discussion topics for 

future research are covered, with a focus on the 

significance of resolving problems with multi-modal 

representations, contextual comprehension, and fine-

grained details. 
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