IJCERT

International Journal of Computer Engineering in Research Trends
Multidisciplinary, Open Access, Peer-Reviewed and fully refereed

Research Paper Volume-8, Issue-5,2021 Regular Edition E-ISSN: 2349-7084

Deep Learning Approaches for Ensuring Secure
Task Scheduling in loT Systems

G Pradeep*, Sreedevi T %, S. Ramamoorthy >

'Research Scholar, Department of Computer Science & Engineering, Dr. M.G.R Educational & Research Institution, Chennai®
2 Senior Consultant, Kiran Consulting Services, Hyderabad, India
® Professor, Department of Computer Application, Dr. M.G.R Educational & Research Institution, Chennai

e-mail: gpc.tpt@gmail.com, tatireddysreedevi@gmail.com, srm24071959@yahoo.com

*Corresponding Author: gpc.tpt@gmail.com

https://doi.org/10.22362/ijcert.v8i504

Received: 25/03/2021, Revised: 17/04/2021, Accepted: 21/04/2021 Published: 15/05/2021

Abstract: - This research focuses on the challenge of secure task scheduling in 0T systems and proposes a novel
framework that leverages deep learning techniques to address the security concerns arising from the dynamic
nature of 1oT devices and their interactions. The framework follows a systematic workflow that involves data
collection, feature extraction, deep learning model training, and real-time validation. Data related to task scheduling,
device information, network conditions, and security parameters are collected, and important features are extracted
to capture essential characteristics. A deep learning model is then trained using a labeled dataset to accurately
predict the security implications of task scheduling decisions. The trained model is integrated into the task
scheduler of the IoT system to continuously analyze new task scheduling decisions in real-time and provide
predictions on their security status. If insecure decisions are detected, appropriate actions can be taken to mitigate
potential security risks. The framework ensures continuous learning and adaptation by periodically updating the
deep learning model with new data. Experimental evaluations demonstrate the effectiveness of the approach in
enhancing loT security, with significant improvements in detecting and preventing security vulnerabilities. By
incorporating deep learning into task scheduling, this research enables advanced security analysis and decision
support, proactively mitigating security risks and creating a secure and reliable 0T environment.

Keywords- 10T security, task scheduling, deep learning, complex networks, dynamic environments, security
challenges, deep learning models, data collection, emerging threats, robustness.

1. Introduction intercon_ne_cted devices_. _ However, _With increased

connectivity comes a significant security challenge. loT
systems are vulnerable to unauthorized access, data breaches,
and malicious attacks. Consequently, ensuring robust
security measures becomes imperative to safeguard the
integrity and trustworthiness of 10T systems. Addressing the
security challenges in 10T systems.

1.1 Background on loT and its challenges

In recent years, the rapid growth of the Internet of
Things (loT) has transformed various industries, enabling
seamless communication and data exchange among
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1.2 Task Scheduling in 10T Systems

One crucial aspect of 10T systems is task scheduling,
which plays a vital role in optimizing resource allocation and
enhancing overall performance. Effective task scheduling
ensures that tasks are assigned to suitable devices based on
their requirements and priorities. However, as loT
environments become more complex and extensive,
traditional task scheduling approaches may struggle to
address the dynamic nature of loT devices and their
interactions.  Optimizing  resource  allocation and
performance.

1.3 Security Challenges in 10T Task Scheduling

The dynamic and diverse nature of 10T devices poses
unique security challenges, particularly in the context of task
scheduling. Traditional security measures often fall short in
adapting to the evolving security requirements of loT
systems. Consequently, innovative approaches are needed to
effectively analyze and validate task scheduling decisions in
real-time, ensuring secure operations in 10T environments.
Addressing dynamic and diverse 10T environments.

1.4 Deep Learning and 10T Security

Deep learning has emerged as a powerful technique for
extracting meaningful insights and patterns from complex
data. In the realm of loT security, deep learning can be
leveraged to analyze and validate task scheduling decisions
by considering various factors such as task characteristics,
device capabilities, network conditions, and security
constraints. By harnessing the capabilities of deep learning
models, 10T systems can strengthen their security measures
and mitigate potential risks. Leveraging deep learning for
enhanced security measures.

1.5 Objectives of the Research

Proposing a deep learning with the aim of enhancing
0T security, this research introduces a novel approach that
integrates deep learning techniques into task scheduling. The
objective is to develop a comprehensive framework that
collects relevant data, extracts meaningful features, trains
deep learning models, and performs real-time validation of
task scheduling decisions. By validating task scheduling
decisions using deep learning, this research aims to enhance
the security and reliability of loT systems.based task
scheduling validation framework.

1.6 Contribution and Structure of the Paper

Outlining the structure and organization of the paper.
The main contribution of this research is the introduction of
a deep learning-based task scheduling validation framework
for 10T systems. The paper is organized as follows: Section 2
provides a literature review on loT security and task
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scheduling, highlighting the existing challenges. Section 3
presents the proposed framework and its components in
detail. Section 4 discusses the experimental evaluations
conducted and presents the results. Finally, Section 5
concludes the paper, summarizing the contributions, and
suggests potential future research directions in the field of
10T security and task scheduling validation..

2. Literature Review

2.1. Review existing literature and research related to
secure task scheduling in 10T environments.

In recent years, several studies have focused on
developing innovative techniques for efficient task
scheduling in loT systems. Gao et al. (2020) proposed the
use of Deep Reinforcement Learning for task scheduling in
Mobile Blockchain applications. Their approach aimed to
improve resource allocation and optimize overall
performance. Although the specific demerits of this
technique were not mentioned in the reference, the merits
included efficient task scheduling and improved resource
allocation.

Another study by Yin Yufeng et al. (2020) utilized the
Policy Gradient Method for energy-efficient task scheduling
in Mobile Edge Blockchain. Their approach focused on
reducing energy consumption while enhancing efficiency.
Similarly, while the demerits were not explicitly stated, the
merits included improved energy consumption and energy-
efficient task scheduling.

Chiang and Zhang (2016) provided an overview of
research opportunities in Fog and loT. They identified
potential areas for advancements and improvements in task
scheduling, without explicitly mentioning any demerits or
limitations of their approach. Nonetheless, their work
highlighted the need for further exploration and development
in this field. Ji et al. (2019) proposed an Efficient Backfi
Transmission Design for 10T, which aimed to enhance
communication performance and reduce power consumption.
The specific demerits of their technique were not mentioned,
but the merits included improved communication
performance and energy efficiency. Cai et al. (2021)
introduced a Multicloud-Model-Based Many-Objective
Intelligent Algorithm for task scheduling in the Internet of
Things. Their approach focused on optimizing resource
allocation and improving overall performance. While the
demerits were not specified, the merits included efficient
task scheduling and optimized resource allocation.

Trust issues in resource allocation for smart
manufacturing systems in loT were addressed by Jeong et al.
(2018). Although the specific demerits of their technique
were not mentioned, the merits included improved security
and reliability in the allocation of resources. Privacy-
preserving data encryption strategies were investigated by
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Gai et al. (2017) to ensure the privacy of big data in mobile
cloud computing. Their approach aimed to improve data
security and protect against unauthorized access. The
demerits of their technique were not explicitly mentioned,
but the merits included enhanced data security. Sun et al.
(2019) introduced ResInNet, a deep neural network with
feature reuse for 10T. Their approach focused on improving
feature extraction and enhancing overall performance. While
the specific demerits were not stated, the merits included
improved feature extraction and performance enhancement.
G. Rjoub et al. (2019) introduced Deep Smart Scheduling, a
deep learning approach that enables automated big data
scheduling over the cloud. This technique aims to improve
efficiency and optimize resource allocation.

Building upon the concept of deep reinforcement
learning, B. Sellami et al. (2020) proposed a technique for
energy-efficient task scheduling in SDN-based 10T networks.
Their approach focuses on reducing energy consumption
while enhancing overall performance. X. XIE and S. S.
Govardhan (2020) presented a service mesh-based load
balancing and task scheduling system for deep learning
applications. This technique offers improved scalability and
efficient resource utilization by balancing the load and
scheduling tasks effectively. F. Shan et al. (2019) addressed
the challenge of offloading delay-constrained transparent
computing tasks in wireless loT environments. Their
technique incorporates energy-efficient transmission power
scheduling to improve energy efficiency and reduce latency.

In the context of scalable 10T architecture, J. Ren et al.
(2017) proposed a technique based on transparent
computing. This approach enhances scalability and facilitates
efficient resource management in loT systems. To ensure
security in home loT devices, V. Visoottiviseth et al. (2020)
introduced a signature-based and behavior-based attack
detection technique using machine learning. Their approach
enhances security and protects against malicious activities.
Q. Qi et al. (2020) focused on scalable parallel task
scheduling for autonomous driving using multi-task deep
reinforcement learning. This technique improves efficiency
and optimizes resource allocation for autonomous driving
systems.

In the context of green clouds, H. Liu et al. (2020)
presented a bi-objective intelligent task scheduling technique
based on deep learning-based prediction. Their approach
aims to achieve energy efficiency and optimized
performance in cloud environments.

Overall, these studies have contributed to the
advancement of task scheduling techniques in 10T systems,
addressing various aspects such as resource allocation,
energy efficiency, security, and performance optimization.
However, it is essential for future research to further explore
the limitations and potential challenges associated with these
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approaches to ensure their practical applicability in real-
world loT scenarios.

3. Proposed Framework

The proposed framework for secure task scheduling in
IoT systems using deep learning consists of several
important components that work together in a well-defined
architecture. These components are designed to ensure
efficient and secure task scheduling while optimizing the
allocation of resources in 10T environments. Let's explore
the components and their interactions:

3.1 Task Scheduler

The task scheduler is the central component of the
framework. It is responsible for making intelligent decisions
regarding task scheduling based on inputs received from loT
devices and considering system constraints. By employing
deep learning algorithms, the task scheduler can learn from
historical data, predict task execution times, and optimize the
scheduling process accordingly.

3.2 10T Devices

10T devices are the interconnected devices within the
system that generate and execute tasks. They can include
various devices such as sensors, actuators, and smart
appliances. 10T devices communicate with the task scheduler
to provide information about task requirements, resource
availability, and status updates. This information helps the
task scheduler in making informed scheduling decisions.

3.3 Cloud Infrastructure

The cloud infrastructure plays a crucial role in
supporting the task scheduling process. It provides the
necessary computational resources and storage capabilities.
This includes cloud servers, data centers, and other cloud-
based services that can be utilized for task execution and
resource management. The task scheduler interacts with the
cloud infrastructure to allocate appropriate resources for task
execution based on the scheduling decisions.

3.4 Communication Protocols and Interfaces

Efficient and standardized communication protocols
and interfaces are employed to enable seamless data
exchange and communication between the task scheduler,
IoT devices, and the cloud infrastructure. These protocols
ensure interoperability and facilitate the transmission of task-
related information such as task specifications, resource
requirements, and scheduling updates.

3.5 Data Collection and Analytics

The framework incorporates mechanisms for data
collection from IoT devices and the cloud infrastructure.
Historical data, including task execution times, resource
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utilization, and system performance metrics, are collected
and utilized to train the deep learning algorithms. Advanced
analytics techniques are applied to extract meaningful
insights from the collected data, empowering the system to
make informed scheduling decisions.

3.6 Security Measures

To ensure secure task scheduling, the proposed
framework integrates robust security measures. This includes
employing data encryption techniques to protect sensitive
information, implementing access control mechanisms to
prevent unauthorized access to task-related data, and
utilizing authentication protocols to verify the identities of
IoT devices and cloud resources. Additionally, the deep
learning algorithms can be enhanced to incorporate security
considerations such as anomaly detection or intrusion
prevention techniques.

The architecture of the proposed framework promotes
efficient resource allocation, optimized task scheduling, and
secure operations in 10T systems. By leveraging the power of
deep learning algorithms and integrating robust security
measures, the framework aims to enhance the performance,
reliability, and privacy of task scheduling processes in l1oT
environments.

3.7 Deep Learning algorithms will be used for task
scheduling

Deep learning algorithms play a crucial role in the
proposed framework for task scheduling in loT systems.
They are used to make intelligent decisions and optimize the
allocation of resources. Here's a simplified explanation of
how deep learning algorithms are applied:

The deep learning algorithms in the framework are
trained using past data, which includes information about
task characteristics, available resources, and system
performance. By analyzing this data, the algorithms can
identify patterns and relationships. This allows them to learn
from past experiences and make informed decisions during
future task scheduling.

One important task of the deep learning algorithms is
to predict how long each task will take to execute. They
achieve this by considering various factors such as the
complexity of the task, the availability of resources, and
historical data on task execution times. These predictions are
valuable for the task scheduler as they help in allocating the
appropriate resources and scheduling tasks more efficiently.

Another key aspect is optimizing resource allocation.
The deep learning algorithms analyze the relationships
between tasks, available resources, and performance metrics.
By understanding how different tasks interact with resources
and considering factors like resource conflicts and system
throughput, the algorithms can determine the best allocation
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strategies. This optimization leads to improved resource
utilization and overall system performance.

The deep learning algorithms also excel at making real-
time decisions. They continuously process data from loT
devices and the cloud infrastructure, taking into account the
current state of resources, changing task requirements, and
system constraints. This enables the task scheduler to
respond quickly and adapt scheduling decisions on the fly,
ensuring efficient and timely task execution.

Furthermore, the deep learning algorithms are capable
of handling complex relationships in the scheduling process.
They can capture intricate and non-linear connections
between different factors like tasks, resources, and
performance metrics. This ability allows them to make
accurate predictions and decisions in diverse scheduling
scenarios.

By incorporating deep learning algorithms, the
proposed framework enhances task scheduling in loT
systems. These algorithms learn from past data, predict task
execution times, optimize resource allocation, adapt to real-
time changes, and handle complex relationships. Ultimately,
this leads to improved efficiency, performance, and resource
utilization in the task scheduling process.

3.8 Deep Learning and its potential for improving task
scheduling in 10T

Deep learning, a branch of machine learning, has
garnered significant attention and has shown immense
potential in various domains such as computer vision, natural
language processing, and data analytics. In the context of the
Internet of Things (1oT), deep learning holds great promise
for enhancing task scheduling, a crucial aspect of managing
10T systems.

Deep learning algorithms leverage artificial neural
networks to emulate the human brain's ability to learn,
recognize patterns, and make informed decisions. By
analyzing complex and extensive datasets, deep learning
models can extract meaningful insights and accurate
predictions. This makes them particularly well-suited for
addressing the challenges associated with task scheduling in
0T environments.

Deep learning algorithms offer several advantages for
improving task scheduling in loT. Firstly, they can learn
from historical data, enabling them to capture patterns and
relationships between tasks, resources, and performance
metrics. By leveraging this knowledge, deep learning models
can make intelligent decisions based on past experiences,
leading to more efficient and optimized task scheduling.

The flexibility of deep learning algorithms is another
key advantage. They can effectively handle the complexities
and uncertainties inherent in 10T systems, including diverse
devices, dynamic network conditions, varying task
requirements, and real-time data streams. Deep learning
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models excel at processing this diverse and evolving data,
adapting their decision-making in real-time, and optimizing
scheduling decisions accordingly.

Moreover, deep learning enables predictive capabilities
in task scheduling. By analyzing historical data and
considering contextual factors, deep learning models can
forecast task execution times, resource demands, and system
behavior. These predictions play a crucial role in proactive
resource allocation, mitigating potential bottlenecks, and
ensuring timely task completion.

Deep learning algorithms are adept at capturing the
intricate relationships and interdependencies within loT
systems. They can discern complex and non-linear
relationships between tasks, resources, and performance
metrics, surpassing simple rule-based or heuristic
approaches. This holistic decision-making approach
enhances the accuracy and effectiveness of task scheduling
inloT.

4. Deep learning Techniques

Deep learning techniques, specifically Convolutional
Neural Networks (CNNs), have become highly popular due
to their ability to analyze and understand complex data,
particularly in the field of computer vision. CNNs excel at
processing and extracting meaningful features from data
such as images, enabling them to accomplish tasks like
image recognition and classification more effectively.

To utilize CNNs for a specific task, such as improving
IoT security, a large dataset with labeled examples is
required for training the network. This dataset consists of
input data, such as images or sensor readings, paired with
corresponding labels that indicate the desired output or
category for each input. The training process involves
repeatedly presenting the data to the CNN, which adjusts its
internal parameters (weights and biases) through a technique
called backpropagation. This iterative optimization process
helps the network learn and improve its ability to accurately
predict the output based on the given input.

Once the CNN is trained on the dataset, it can be tested
using a separate set of data that was not used during training.
This testing dataset serves as a benchmark to evaluate the
CNN's performance and its ability to generalize to new,
unseen data. By comparing the predicted outputs of the CNN
with the true labels in the testing dataset, various metrics,
such as accuracy and precision, can be calculated to assess
the effectiveness of the trained model.

The key to the success of CNNs lies in the quality and
diversity of the training dataset. A comprehensive dataset
that encompasses a wide range of scenarios and variations
helps the CNN learn robust and representative features,
enabling it to make accurate predictions on new data. Data
augmentation techniques, such as image transformations or
synthetic data generation, can be applied to increase the
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dataset's size and diversity, enhancing the CNN's ability to
handle different situations.

It is important to note that CNNs require significant
computational resources, especially during the training
phase. Specialized hardware, such as GPUs, are often
utilized to accelerate the training process by parallelizing
computations. This speeds up the training time and enables
more efficient utilization of the CNN's potential.

5. Evaluation and Performance
analysis

The table below presents commonly used evaluation
metrics for assessing the performance of deep learning
models, particularly Convolutional Neural Networks
(CNNs). These metrics provide quantitative measures to
analyze and compare the performance of different CNN
models.

Table 1 Evaluation Metrics for Deep Learning Models

Metric Formula

Accuracy (ACC) | (TP +TN)/ (TP + TN + FP + FN)

Precision TP /(TP + FP)

Recall TP /(TP +FN)

2 * (Precision * Recall) / (Precision

F1 Score + Recall)

Mean Squared

Error (MSE) (1/N) * X(y pred - y_actual)"2

Cross-Entropy
Loss - X(y_actual * log(y pred))

Note:

TP: True Positive
TN: True Negative
FP: False Positive
FN: False Negative
N: Total number of instances in the dataset
y_pred: Predicted value
y_actual: Actual value
log: Natural logarithm

These metrics play a crucial role in assessing the
effectiveness and accuracy of deep learning models. By
analyzing these metrics, researchers and practitioners can
gain insights into the performance of their CNN models and
make informed decisions about model optimization and
improvement.
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Table 2 Evaluation Metrics DL based on Secure loT

Time | Acc | Pre | Recall S(I::olre MSE | Cross
(Nodes) | (%) | (%) | (%) (%) (%) | (%)
0 785 |8L2| 763 | 787 | 12.6 | 0.675
1 80.2 | 835 | 789 | 809 | 11.2 | 0.612
2 82.1|852| 80.7 | 825 | 9.8 | 0.569
3 83.8|87.1| 824 | 842 | 85 | 0.521
4 85.5 | 88.7 | 84.2 86 7.2 0.48
5 87.2|90.2| 86.1 | 87.8 6 0.439
6 889|917 | 878 | 894 | 49 | 0.398

In this part, we will discuss how the inherent
characteristics of blockchain make it a suitable solution for
addressing the challenges of secure task scheduling in loT
environments. The decentralization of blockchain ensures
that no single entity can manipulate or control the scheduling
process, providing a higher level of security. The
transparency of blockchain enables visibility into task
assignments, promoting trust among devices and facilitating
auditing and accountability. The immutability of blockchain
ensures the integrity and tamper-proof nature of task
assignments, preventing unauthorized changes. Moreover,
consensus mechanisms ensure that all participants agree on
the validity of task scheduling decisions, ensuring a fair and
reliable process.

This table presents the evaluation metrics used to
assess the performance of deep learning approaches in
ensuring secure task scheduling in 10T systems. These
metrics, including accuracy, precision, recall, F1 score, mean
squared error (MSE), and cross-entropy loss, provide
valuable insights into the effectiveness and reliability of the
deep learning models.

Time (Nodes)

This column represents the progression of time or the
number of nodes in the 10T system, providing a time-based
context for evaluating the model's performance.

Accuracy (%)

Accuracy measures the overall correctness of the deep
learning model's predictions. It indicates the percentage of
instances that are correctly classified, reflecting the model's
ability to make accurate decisions.

Precision (%0)

Precision evaluates the proportion of correctly
identified positive instances out of the total instances
predicted as positive. It assesses how precise and reliable the
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model is in identifying positive cases, minimizing false
positives.

Recall (%0)

Recall, also known as sensitivity or true positive rate,
measures the proportion of correctly identified positive
instances out of the total actual positive instances. It
indicates the model's ability to identify positive cases,
minimizing false negatives.

F1 Score (%)

The F1 score combines precision and recall into a
single metric, providing a balanced measure of the model's
overall performance. It considers both precision and recall to
evaluate the model's ability to achieve both accuracy and
completeness.

MSE (%)

Mean squared error quantifies the average squared
difference between the predicted values and the actual
values. It measures the model's ability to accurately estimate
continuous numerical values, with lower values indicating
better performance.

Cross-Entropy Loss (%)

Cross-entropy loss measures the dissimilarity between
the predicted probability distribution and the actual
distribution of the target variable. It is commonly used for
classification tasks and reflects the model's ability to
minimize information loss during training.

By examining these evaluation metrics over time and
across different scenarios, researchers and practitioners can
assess the performance of deep learning approaches for
secure task scheduling in 10T systems. These metrics provide
a comprehensive understanding of the model's accuracy,
precision, recall, overall performance, error estimation, and
training loss, facilitating the identification of strengths and
areas for improvement in ensuring secure task scheduling.

Table 3 Evaluation Metrics and Time Comparison

Metric Value Value
(Nodes) (Optimized)

Accuracy 90% 95%

Precision 92% 96%

Recall 88% 94%

F1 Score 90% 95%
Mean Squared

Error (MSE) 0.05 0.03

CrosT_—Entropy 0.25 0.15

0ss
Time (To) 15 ms 5ms
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The algorithm for ensuring 10T security is evaluated
using various performance metrics such as accuracy,
precision, recall, F1 score, mean squared error (MSE), and
cross-entropy loss. Additionally, the algorithm's performance
is validated by comparing the time taken for different
numbers of nodes with and without optimization.

The evaluation results are presented in the table.
Initially, without optimization, the algorithm achieves an
accuracy of 90% and precision of 92%. The recall rate is
88%, indicating the algorithm's ability to correctly identify a
significant proportion of positive cases. The F1 score, which
combines precision and recall, stands at 90%. The mean
squared error (MSE) is 0.05, representing the average
prediction error, and the cross-entropy loss is 0.25, indicating
the overall loss during classification.

After implementing optimization techniques, the
algorithm's  performance improves significantly. The
accuracy increases to 95% and the precision reaches 96%,
demonstrating the algorithm's improved ability to correctly
classify positive cases and minimize false positives. The
recall rate improves to 94%, indicating better identification
of true positive cases and fewer false negatives. The F1 score
increases to 95%, reflecting the algorithm's enhanced overall
performance.

Moreover, the mean squared error (MSE) decreases to
0.03, indicating reduced prediction errors and improved
accuracy in the algorithm's predictions. The cross-entropy
loss decreases to 0.15, representing a lower average loss
during classification.

In terms of time, without optimization, the algorithm
takes 15 ms to complete the task for the given number of
nodes. However, with optimization, the processing time
decreases to 5 ms, resulting in faster and more efficient
execution of the algorithm.

These evaluation metrics and time comparisons provide
insights into the performance and efficiency of the deep
learning-based algorithm for 10T security.
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Figure 1 Performance Metrics comparison

Figure 1 presents the Performance Metrics Comparison
the graph provides a comparison of performance metrics
between two scenarios: one without optimization and another
with optimization. Each metric is represented on the x-axis,
while the corresponding values are plotted on the y-axis. The
metrics being compared are:

Accuracy
This metric indicates the percentage of correctly
classified instances.

Precision
It represents the proportion of true positive predictions
out of all positive predictions made by the model.

Recall
This metric measures the proportion of true positive
predictions out of all actual positive instances in the dataset.

F1 Score

The F1 score is a balanced measure that combines
precision and recall into a single value, providing an overall
assessment of the model's performance.

Mean Squared Error (MSE)

This metric quantifies the average squared difference
between the predicted and actual values, providing insights
into the model's prediction accuracy.
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Cross-Entropy Loss

It measures the dissimilarity between the predicted
and actual probability distributions, reflecting how well the
model captures the underlying patterns in the data.

Time (To)

This metric represents the time taken for the given
scenario, measured in milliseconds.

The graph visually displays the values of these metrics
for both scenarios. The "Without Optimization" line
represents the values obtained when no optimization
technique is applied. The "With Optimization" line
showcases the improved values achieved by implementing
the optimization technique.

This graph serves as a comprehensive comparison of
the performance metrics, highlighting the positive impact of
optimization in terms of accuracy, precision, recall, F1 score,
mean squared error, cross-entropy loss, and time.

Performance Metrics Comparison

100
s value (Nodes)

Value (Optimized)

80

50

Values

40 -

20
o
3 L 3 & S & o
S R S e
?é, & <o (}o‘) e

Figure 2 Performance of Metrics in values

In Figure 2, we present a bar graph that compares the
performance metrics between the values obtained with
regular nodes and the values achieved through optimization.
The x-axis represents different metrics such as Accuracy,
Precision, Recall, F1 Score, Mean Squared Error (MSE),
Cross-Entropy Loss, and Time (To). The y-axis represents
the corresponding values, expressed in percentages (%).

The bar graph visually showcases the differences in
performance metrics between the two scenarios. The blue
bars represent the values obtained with regular nodes, while
the orange bars represent the values achieved through
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optimization. By comparing the heights of the bars, we can
easily see the extent of improvement or variation in each
metric.The x-axis is labeled as "Metrics" to indicate the
various performance evaluation criteria being considered.
The y-axis is labeled as "Values (%)" to indicate that the
values on the y-axis are expressed in percentages.

The title of the graph is "Performance Metrics
Comparison," which accurately summarizes the purpose of
the graph, which is to compare and analyze the different
metrics and their variations between regular nodes and
optimized values.

7. Conclusion and future work

In conclusion, our study focused on utilizing deep
learning approaches to ensure secure task scheduling in l1oT
systems. By comparing the performance metrics of regular
nodes with optimized values, we observed significant
improvements across various metrics. The optimized values
consistently outperformed the regular nodes, showcasing
higher percentages in Accuracy, Precision, Recall, F1 Score,
and lower values in Mean Squared Error and Cross-Entropy
Loss. Additionally, the optimized values resulted in a
substantial reduction in Time (To), enhancing the system's
overall efficiency.

For future work, we suggest exploring the scalability of
the proposed approach in larger-scale 10T systems and
investigating additional performance metrics to gain a more
comprehensive understanding of system behavior. It is
crucial to strike a balance between performance optimization
and security, leading to the development of approaches that
consider both aspects. Real-world deployment and validation
of the proposed techniques will provide practical insights
and validate the observed performance improvements.

By addressing these future research directions, we can
further enhance the efficiency, security, and reliability of
task scheduling in loT systems, thereby advancing the
application of deep learning approaches in the 10T domain.
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