
 

© 2015, IJCERT All Rights Reserved                                                                                                               Page | 931  

 

 International Journal of Computer Engineering In Research Trends  

 
Volume 2, Issue 12, December-2015, pp. 931-935                 ISSN (O): 2349-7084  

 

Efficient Document Annotation Using Content 
and Querying Value 
1
DASARI MAHIDHAR, 

2
 B.V.N.V.KRISHNA SURESH 

1
M.Tech (CSE), Department of Computer Science & Engineering, NRI Institute of Technology 

2
Assistant Professor, Department of Computer Science & Engineering, NRI Institute of Technology 

1
mahidhar6244@gmail.com ,

2
vksuresh2000@gmail.com 

Abstract: - Persistently it is hard to locate the germane data in unstructured text documents. The organized data stays secured in 
unstructured text. Annotations as Attribute name-worth sets are more expressive for the recuperation of such documents. This system 
proposes a novel, particular, the alternative methodology for report recuperation which joins annotations recognizing confirmation 

moreover expands the ebb and flow structure using fuzzy search with vicinity positioning. This system recognizes the estimations of 
organized properties by scrutinizing, inspecting and parsing the exchanged documents. The searching system will make use of fuzzy 
search with closeness positioning for searching the customer captivated documents just. As needs are this system proposes an 
approach for capable file recuperation using practical routines.  
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  ——————————      —————————— 

I.INTRODUCTION 

There are various application ranges where clients 

make and share their data; for occurrence, online 

occupation entrance sites, news sites, fiasco 

organization systems, logical systems, informal 

communication bunches. Regularly such data exists in 

unstructured text position. It similarly contains 

organized data anyway it stays secured in the region 

of unstructured text. Current mechanical assemblies 

of data sharing allow the clients for documents 

sharing and clarifying/name them in the uniquely 

selected route, like the result of substance 

organization (e.g. MS Offer Point). In like way, Google 

Base allows the clients to portray the properties for 

their things or peruse the predefined formats. This 

strategy of annotation can energize later data 

disclosure. Diverse annotation structures allow only 

the un typed catchphrase annotation: e.g., a client may 

remark a resume using a tag, for instance, Profile PC 

Engineer Annotation methodology which use 

―attribute name-value‖ sets are normally more 

expressive, in light of the way that they contain more 

data than the untyped approaches. The above data 

can enter as (Profile, Computer Engineer) in such case. 

Distinguishing in order to exist system energizes the 

organized metadata time the documents which are at 

risk to contain client captivated data and this data is 

thusly used for addressing of the database. It uses 

Creeps which stays for Community situated Versatile 

Information Sharing stage and which is used as an 

explain as-you-create‖ establishment for empowering 

they took care of data annotation. Moreover, later 

document proprietor modifies them by including 

more annotation fields i.e. qualities. So here it requires 

more attempts of report proprietor which get the 

opportunity to be a repetitive methodology. 

Distinctive repressions of existing structure are no 

usage of any searching and positioning system. So we 

propose a choice, assorted and inventive procedure 

which empowers the conspicuous verification of 

organized quality values‖. Later these qualities will 

be hence profitable at the season of scrutinizing the 

database. It in like manner uses Moment fuzzy search 

with vicinity positioning for searching the client 

fascinated documents just. The resultant documents 

will be situated using Keywords weight age. The 

essential Goals of this system are to save the time by 

minimizing the client tries in filling the data, to 

recognize the quality qualities i.e. content for 
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attributes names when such data truly exists in the 

report rather than welcoming clients to fill it, and to 

recoup only the documents of client list 

II.RELATED WORK  

Our current system presented an annotation approach 

[1] which empowers the organized metadata period 

using CADS. It is done by recognizing the documents 

that are at risk to contain required data and later this 

data will be useful for database addressing. They 

displayed the computations to recognize the 

organized credits which are at risk to appear in the 

file, by utilizing both the substance of text and inquiry 

workload. The idea behind this technique is that 

individuals are more expected that would incorporate 

the metadata in the midst of time of creation, if incited 

by some interface or/and that it is a great deal less 

requesting for the computations and/or individuals to 

recognize the metadata when such kind of data is 

truly existing in report, as opposed to finish off 

structures by artless impelling clients with data which 

is not present in the chronicle. Scoundrels: This paper 

[1] proposed Lowlifes structure, which is used as a 

Communitarian Versatile Information Sharing stage, 

and is a data sharing stage where the coordination 

and annotation happen at the season of data insertion 

i.e. era and addressing i.e. use exercises. A crucial 

target of CADS [3] is to affect the data enthusiasm for 

generation of adaptable insertion and inquiry outlines. 

Minute Search: The mix of Proximity data in minute 

fuzzy search for fulfilling the better complexities is 

cleared up in [2]. Various late studies focused on the 

minute search. The studies in [6] proposed question 

and indexing techniques to support the minute search. 

Li et al. [8] focused on the minute search on social 

data which is shown as a graph.  

Fuzzy Search: Fuzzy search studies can be 

characterized into two orders, first gram-based and 

second are trie-based approaches. In the past 

approach, the data sub-strings are used for organizing 

the fuzzy string. In mental approaches catchphrases 

are requested as the genuine, they depend on upon a 

traversal on the tree to choose the practically identical 

Keywords [5]. This trie-based system is particularly 

suitable for the minute and fuzzy search [4] since 

every request is a prefix and attempted supports 

profitable incremental computation. Proximity 

Ranking: The Late studies show that the term vicinity 

has significantly compared with relevance of report, 

and closeness mindful positioning extends the top 

results precision by and large. Besides, are only a 

couple studies which grow Proximity careful 

searching inquiry profitability using procedures of 

right on time end [4], [2]. The techniques which are 

discussed in [3], [6] make an additional adjusted 

rundown for each term pair, which realizes a 

generous space. [2] Concentrated only the issue for an 

inquiry. 

III.IMPLEMENTATION  

A. Proposed System Architecture:  

This system will use OpenNLP for stop word 

evacuation, checking of recognizing verification of 

value qualities. As showed up in fig 1, here we have 

the dataset of newsgroups containing an immense 

number of documents. The Organized attribute names 

are secured in the database. The client can search by 

using either content i.e. trademark name of record or 

question containing property name and regard. As the 

client enters the request, the property name and 

regard will be detached and perceived by 

Preprocessing. By then examination and parsing of 

the text record will be done using the parser. It will 

read, dismember and parse the whole document. At 

the other side, these quality names and estimations of 

substance and inquiries i.e annotations will be 

significant to the client for scrutinizing the database. 

At another side client will enter his inquiry, in 

conclusion, he will get the resultant documents that 

are searched and situated using minute fuzzy search 

and situated with positioning considering the 

calculation of watchword weight age (1) in 

documents. So a client will get just documents of his 

favorable position. Thusly, this system is endeavoring 

to sort out report annotations that are usually used by 

clients that are addressing. In the wake of searching 

the documents, we can download required record and 

can see the annotations as per request in independent 

documents. Besides, the essential purpose of 

enthusiasm of this structure is that the resultant 

documents will be searched using fuzzy search and 

situated using a pushed system of balanced Proximity 

positioning. The ordinary tongue planning errands of 

OpenNLP areas showed up in figure 2. 
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Fig. 1. Proposed System architecture 

B.  OpenNLP: 

 

 

Fig. 2. OpenNLP tasks 

The Apache OpenNLP library is a machine learning 

based tool stash for text planning of text of the typical 

tongue. It supports most of the errands of NLP, like 

tokenization, sentence division, named component 

affirmation, linguistic structure marking, furthermore 

parsing, lumping, and coreference determination. 

These errands are required to build all the more latest 

and impelled organizations of text taking care of. Text 

annotation regularly incorporates these endeavors at 

unmistakable phonetic levels. These errands are done 

with right mixes of Open NLP instruments. Splitter 

chooses the sentences. It can find that a highlight 

character indicate the sentence end or not. Tokenizer 

bits the data character progression into tokens, for 

instance, words, complements, and numbers. POS 

tagger does the conspicuous confirmation of the 

linguistic structure is done, for instance, a thing, 

verbs, qualifier for each statement of the sentence 

helps in inspecting the piece of each fundamental in 

sentences.  

Instant search: The vast majority of the clients want to 

see search comes about quickly and they detail their 

inquiries likewise as opposed to being left in dim 

anticipating hitting the search catch. This new strategy 

helps clients for finding their answers with fewer 

endeavors.  

Fuzzy Search: Immense quantities of the clients 

normally submit composing blunders in the search 

request. The clarifications behind the same can be a 

nonappearance of ready, little consoles of adaptable, 

confined data about data. So for this circumstance, we 

can't choose apropos replies. This issue can be settled 

by supporting the fuzzy search, in that we choose 

answers with watchwords which are similar to 

request catchphrases. The mix of minute search and a 

fuzzy search can give better search experiences, 

particularly for the clients of cell phone, who a 

significant part of the time having an issue of fat 

fingers‖ i.e., each keystroke is oversight slanted and is 

tedious. 

Proximity ranking: Proximity ranking searches for the 

chronicle where two or more independent occasions 

of organizing terms are within a predefined partition, 

where the division is comparable to the amount of 

amidst words/characters. Here ranking will use the 

limit for ranking which can be called as balanced 

Proximity ranking limit which is characterized in 

scientific model. 

C.  Mathematical Model 

 Let S be the system which contains inputs, functions, 

and outputs. 

 S = {I, F, O} where 
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 i)I = {I1, I2, I3. . . In}  

Where, `I' is the set of documents that user wants to 

upload in text, pdf, word format and there can be 

multiple files uploaded on server by multiple users or 

dataset of documents.  

ii) F = {F1, F2} Here, two functions are defined which 

forms the system where  

F1= Identification, separation of attribute values from 

attribute names and their insertion in csv file.  

F2= Instant-fuzzy search with proximity ranking  

iii) O = {O1, O2, O3. . . O} 

 Where, `O' is the set of outputs which contain: O= Set 

of resulted documents   

Ranking function: 

Ranking will use following function to rank the 

resultant documents: For each document d, W=∑ (1) 

Where,  

1} i = weightage of each word in the document =1/total 

no. of words in the document  

2) n = total no. of query keywords 

3) W = Weightage of query keywords in documents  

D. Algorithms  

Algorithms used for fuzzy searching and ranking 

relevant documents:  

Inputs: Documents in dataset D, Query entered by 

user Q.  

Output: Ranked relevant documents list let n are the 

total no. of documents in dataset.  

I. When user enters a valid query,  

1. For i =1 to n  

2. Read document content  

3. Compare query keyword with content of document  

4. If (70% word match found) Display the document  

5. Else Ignore and Go to next document.  

Ranking function: Finally, the valid segmentations 

are ranked using (1). 

IV.RESULTS 

 We test the framework utilizing the dataset of 

newsgroups containing a huge number of documents. 

The framework is constructed utilizing ASP.NET 

utilizing C# and MS SQL Server 2008. The most 

extreme size of the report is 32kb. Taking after charts 

show the consequence of searching of framework 

expounded documents and ranking of them. Figure 3 

demonstrates the diagram of time taken for searching 

thousand no. of documents utilizing substance based 

search, inquiry-based search and their ranking. 

 

Fig. 3. Total no of documents Vs Time interval for 

searching documents 

Figure 4 shows the graph of total no. of documents 

found by searching whole documents using content 

based search, query based search and more specific 

query based search. 
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Fig. 4. Graph of total no. of documents Vs no. of 

documents found 

V.CONCLUSION  

This paper proposes another strategy for gainful 

record recuperation including wise annotation, 

searching and ranking frameworks. The structure tries 

to satisfy addressing needs of the client successfully. 

This system gives particular courses for searching: the 

estimations of Substance and Request. Using these 

frameworks, we can manufacture potential outcomes 

of documents penetrability up to most amazing 

percent. Furthermore using the fuzzy search and 

closeness ranking will fulfill successful time and space 

complexities and upgrade the general execution of the 

system. Clients will get less and unmistakable delayed 

consequences of documents. The text mining will be 

incredibly helped on account of this system. 
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