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Abstract—Cluster computing is one of the novel and effective approach in parallel processing. As cluster installation helps to satisfy ever-increasing computing demands, so advance schedulers can help in improving resource utilization rate and quality of service. In this paper, we focus on features for developing external schedulers that can complement features of resource manager and enable sophisticated scheduling.
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1 INTRODUCTION

Parallel processing is a term used to denote a large class of techniques that are used to provide simultaneous data-processing tasks for the purpose of increasing the computational speed of a computer system. Instead of processing each instruction sequentially as in a conventional computer, a parallel processing system is able to perform concurrent data processing to achieve faster execution time. Clusters are one of the prominent trends in parallel processing nowadays. A cluster is composed of a number of PC's, workstations or servers connected together via a network. In a cluster, each node is a complete PC with its own processor(s) and memory. Cluster installations mainly involve two type of standard hardware components i.e. server and networking interconnects. Clusters can be categorised into two major classes: high-throughput computing clusters and high-performance computing clusters [9, 4]. High throughput computing clusters connect a large number of compute node using low-end interconnects. In contrast, high-performance computing clusters connect more powerful compute node using fast-end interconnects i.e. are designed to provide low latency and higher bandwidth.

There are different scheduling requirements for these two classes of clusters. In high-throughput computing clusters, the major objective is to maximize throughput (jobs completed per unit time) by reducing load imbalance among compute node in cluster. These clusters operate by routing all work through one or more load-balancing front-end nodes, which then distribute the workload efficiently between the remaining active nodes. Devoting a few nodes to managing the workflow of a cluster ensures that limited processing power can be optimized. Load balancing is of high concern for heterogeneous compute nodes. In high-performance computing clusters, the main goal is to minimize communication overhead associated with throughput by mapping properly to the available compute nodes. They are most commonly used to perform functions that require nodes to communicate as they perform their tasks – for instance, when calculation results from one node will affect future results from another. High throughput computing clusters are used for executing loosely coupled parallel or distributed applications as these applications do not have high communication requirements among compute nodes whereas high performance computing clusters are used for tightly coupled parallel applications that have communication and synchronization requirements [10].

2 RELATED WORK

Many research work has been carried out in relation to scheduling job in cluster computing. Cluster computing has come to distinction as a cost-effective parallel processing tool for solving many complex computational problems. In heterogeneous multi-cluster systems, scheduling methods can be classified into two categories, single-site allocation and multi-site co-allocation, depending on whether the system supports a job to be executed across different clusters [9]. J. Ramírez-Alcaraz, et al. [7, 12] states that central job scheduler is commonly used to dispatch all submitted jobs. In utility-driven cluster computing, cluster Resource Management Systems (RMs) need to know the specific needs of different users in order to allocate resources according to their needs [3]. In single site allocation, Huang and Chang [8] studied many classical methods, such as First-Fit, Best-Fit, Worse-Fit, Median-Fit, and Random Fit. During scheduling, there are two major factors which would highly affect overall system performance: speed heterogeneity and resource fragmentation. Moreover, the relative effect of these two factors changes with different workloads and resource conditions. Processor allocation methods have to deal with this issue an intelligent processor allocation is proposed.
3 Job Scheduling In Clusters

Job scheduling in clusters is based on typical resource management system, which manages the load imbalance by preventing jobs competing with each other for limited resources [1]. Typical resource management system consists of a resource manager and a job scheduler. Resource manager contains information about queues, loads on compute nodes and resources requested and availability to make scheduling decisions [7, 3]. Scheduler receives periodic input from resource manager queue and resource availability and decides which job will execute on which compute node and when.

In high-performance parallel computing, scheduling a parallel job is a difficult task to be operate because a parallel job consists of several subtasks. Each subtask is assigned to distinct compute node during process of execution and nodes communicate with each other. The scheduler must map subtasks carefully, because mapping (i.e. manner in which subtasks are assigned to processors) affects the execution time. The responsibility of scheduler is to make sure that nodes scheduled to execute parallel jobs are connected to fast-end interconnects to minimize the associated communication overhead [4].

In high throughput parallel computing, during job execution, large jobs can occupy major portions of clusters processing and memories [4]. In heavy load conditions, providing fair share of resources to each user is an important task. This strength can be given only by using fair-share strategy, which allows the scheduler to collect historical information from previously executed jobs and make dynamic decisions to adjust the priority of the jobs in the queue, which ensure that resources are fairly distributed among users.

4 Job Scheduling Algorithms

Generally scheduling algorithms can be classified into two major classes: time sharing and space sharing. Time sharing algorithms are those algorithms that divide time on a processor into different discrete intervals or slots. These slots are then assigned to distinct jobs. Numerous jobs can use the same compute resources at any given time. They are pre-emptive in nature. In contrast, space sharing algorithms give all requested resources to a single job until job completes the execution i.e. it is non pre-emptive in nature. Mostly cluster schedulers operate in space sharing mode.

The most commonly used time sharing algorithms are: gang scheduling and local scheduling. Local scheduling is used in scheduling concurrent processes to the time slices of a single processor. Global scheduling is the assignment of tasks to processors in parallel systems. The several space sharing algorithm are: first come, first served (FCFS); first in, first out (FIFO); round robin (RR); shortest job first (SJF); longest job first (LJF); best fit (BF); worst fit (WF); random fit (RF); advance reservation and backfilling [8]. Advance reservation scheduling technique uses the execution time information provided the user in order to reserve resources i.e. CPU’s and memory, and generate schedule accordingly. The backfilling technique is enhancement of space-sharing scheduling. Consider an advance reservation schedule having a list of high priority and low priority jobs, the function of backfill is to fit in the small jobs into scheduling gaps [11].

5 Features Of Job Scheduler

5.1 Scope

The job schedulers have broad perspective as the nature of jobs submitted to a cluster can vary significantly. The scheduler can support batch, sequential, parallel, distributed, interactive and non-interactive with equal efficiency [10].

5.2 Support for Algorithms

One of the extraordinary feature of the scheduler is support for several job-processing algorithms such as FCFS, FIFO, RR, SJF, LJF, BF, RF, WF, advance reservation and backfill. The scheduler are able to switch among different algorithms and apply different algorithms at different time intervals or apply different algorithms to different queues, or both [8].

5.3 Support for Pre-emption

Scheduler support for pre-emption can occur at various levels of job processing. For instance, jobs may be suspended while running. Checkpointing (the capability to stop running job), save intermediate results and restart the job later, which help to ensure that results are not lost for large jobs [9].

5.4 Fair-share Capability

The scheduler has the capability to provide fair share of resources to its users under heavy load conditions and at different time intervals.

5.5 Scalability

The tremendous feature of scheduler is its capability of scaling to thousands of nodes and processing of jobs simultaneously. As cluster sizes scale to satisfy ever-increasing computing demands.

5.6 Efficiency

The several advance scheduling algorithms available take time to execute. So to be efficient, the scheduling algorithm itself must spend less time running than the expected saving in application execution time from improved scheduling. The overhead associated with scheduling should be minimal and within acceptable limits [2].

5.7 Strength to Interface with Standard Resource Managers

The scheduler must have capability to integrate with resource manager in use and commonly available resource manager such as Sun Grid Engine, Platform LSF (Load Sharing Facility) and open PBS (Portable Batch System).

5.8 Dynamic in Nature

The scheduler must be capable of adding or removing compute resources to a job on a fly making assumption that the job can adjust and utilize the extra compute capability.

5.9 Sensitivity to Compute Node and Interconnect Architecture

The scheduler should match the appropriate compute node
architecture to the job profile. For example, by using compute nodes that have more than one processor to provide optimal performance for applications that can use the second processor efficiently [6].

6 CONCLUSION

Cluster computing is an on demand technology that helps to satisfy ever-growing computing demands. In heterogeneous clusters, either dedicated or non-dedicated, have individual computing characters. As heterogeneous node computing characteristics are unique, node finish times will differ for each. As a result, faster nodes will have to wait in idle states for slower nodes that lead to inefficient use of cluster resources. Increase in resource utilization rate is an important issue for resolution. Hence, there is need of effective scheduling policy which will overcome the problem like resource fragmentation, speed heterogeneity, system loading, and for which different workload source is required.
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