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Abstract: Images get corrupted either during acquisition or transmission. Frequently occurring noise that might occur in images is impulse noise, because of that various image processing operations such as image segmentation, object identification, and similarity matching etc. cannot be performed efficiently. This paper focus on various existing image filtering techniques and their improvements. Several median-based denoising methods tends to work well for low level impulse noise but perform poorly for high level impulse noise.

Index Terms- Noise models, threshold based switching median filter, operator based median filter, morphological based median filter, statistics based median filter.

1 INTRODUCTION
An image is a projection of three dimensional object to a two dimensional object. A grayscale image can be defined using two dimensional vector \( X(i,j) \) where \( i \) and \( j \) are the spatial co-ordinates and value of \( X(i,j) \) represent the intensity value of that pixel location [1]. Same thing is applicable for color images also except that in case of color images we need to consider the multi-color channel with their specific value. For color images intensity value of pixel \( X(i,j) \) will be represented as: \( X_{ij}^R \), \( X_{ij}^G \) and \( X_{ij}^B \) Corresponding to red, green, blue channel respectively [2]. Image processing can be think of as combinations of three stages-
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Fig.1. Various image processing operations

Let \( X(i,j) \) be the original image and \( \eta(i,j) \) be the noise component, (1.1) gives mathematical description of additive noise model.

\[
g(i,j) = X(i,j) + \eta(i,j) \quad \ldots (1.1)
\]

Where \( g(i,j) \) is final noisy image. Rayleigh noise models is used in ultrasound images [4]. Impulse noise is statistically independent on the input signal. It follows bipolar density function. Impulse noise is neither considered as additive noise nor as multiplicative noise, rather it is just some random value picked from \( [n_{min},n_{max}] \), where \( n_{min} \) and \( n_{max} \) is the minimum and maximum number in some given range.(1.2) gives mathematical description of impulse noise.

\[
g(i,j) = X(i,j) \text{ or } \eta(i,j) \quad \ldots (1.2)
\]

Impulse noise can be categorized into two types-

A. Random valued impulse noise or uniform impulse noise.
B. Fixed valued impulse noise or salt and pepper impulse noise.

1.1 Random valued impulse noise

In this impulse noise pixel value can be replaced by some random number in some defined range. See (1.3) for mathematical description,

\[
p(k) = \begin{cases} 
1 & a \leq k \leq b \\
0 & \text{else} 
\end{cases} \quad \ldots (1.3)
\]

Here \( a \) and \( b \) are the maximum and minimum intensity values and \( k \) is some random variable showing the intensity value between the given range.(1.4) describes the mean of random valued impulse noise.

\[
\mu = (a + b)/2 \quad \ldots (1.4)
\]

\( \mu \) is called the mean of the density function. Variance of the density function can be expressed as.
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\[ \sigma^2 = \frac{(b-a)^2}{12} \quad \text{... (1.5)} \]

Fig 2 shows the PDF of uniform impulse noise.

### 1.2 Fixed valued impulse noise/salt and pepper noise

As the name implies in this noise image will contain some sprinkles of white or black dots. Such types of noise will contaminate only few pixels as compared to uniform impulse noise which corrupt many pixels [5, 6]. Probability density function of salt and pepper noise can be defined as in (1.6).

\[
p(k) = \begin{cases} 
    p(a) & \text{if } k = a \\
    p(b) & \text{if } k = b \\
    0 & \text{else} 
\end{cases} \quad \text{... (1.6)}
\]
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Where gray level a is considered as black spots whereas gray level b is considered as white dots. (1.6) has been represented graphically in Fig. 3.

### 2 Classification of Impulse Removal Techniques

Several techniques have been implemented to remove impulse noise from the image without discerning between noisy and noiseless pixels. Several filters such as mean filter, alpha trimmed mean filter, rank ordered mean filter etc. have been used in past to remove impulse noise [7]. These filters can remove noise sufficiently but along with removal of noise some useful information also gets vanish from the image. These filters were unable to differentiate between the corrupted pixels and thin line edges due to which image gets blurred. Later researchers moved towards nonlinear filtering approaches. Noise removal in spatial domain can be classified into six classes.

- Methods based on threshold.
- Methods based on operators.
- Methods based on statistics.
- Methods based on fuzzy logic.
- Methods using morphology.
- Methods using ANFIS

Median filtering is nonlinear method of removing impulse noise, in median filtering a window of some size \(2(L + 1) \times 2(L + 1)\) is use where L is some positive integer. This window is moved over the entire image and pixels which comes inside the window are processed to remove noise [8, 9]. See fig 4 which shows various image denoising methods.

#### 2.1 Switching median filter using threshold

In this filter, impulse detector is used to find the corrupted pixel. Impulse detector finds the difference between the current pixel under consideration and the median of window, if the difference is greater than some suitable threshold then either median of window or weighted median is used to restore the noisy pixel [10 13]. Impulse detection operation can be defined mathematically by (1.7) which explains the functionality of TSM filter.

\[
Y_{ij} = \begin{cases} 
    X_{ij} & \text{if } T > d1 \\
    Y_{ij}^{\text{CWM}} & \text{if } d2 \leq T < d1 \\
    Y_{ij}^{\text{SM}} & \text{if } T < d2 
\end{cases} \quad \text{... (1.7)}
\]

Where \(Y_{ij}\) is gray level of output pixel and \(Y_{ij}^{\text{SM}}\) is the output produced by standard median filter and \(Y_{ij}^{\text{CWM}}\) is the output of CWM filter. Here \(d1=\text{abs}(X_{ij} - Y_{ij}^{\text{SM}})\) and \(d2=\text{abs}(X_{ij} - Y_{ij}^{\text{CWM}})\) and T is suitably chosen threshold [14]. Multi-state median filter is more generalized form of TSM filter defined in [14]. MSM filtering scheme uses more than one CWM filters with increasing weights. In MSM filter a classifier has been used to decide which filter output should be used to decide the final filtering output [15]. This filtering scheme is given by (1.8). Where \(N\) specifies the number of pixels in window,

\[
Y_{ij} = \begin{cases} 
    X_{ij} & \text{if } d_1 < T \\
    Y^w_{ij} & \text{if } d_w < T \leq d_{w-1}, 3 \leq w \leq N - 2 \quad \text{(1.8)} \\
    Y^1_{ij} & \text{if } d_{N-2} \geq T 
\end{cases}
\]

\(d_w=\text{abs}(X_{ij} - Y^w_{ij})\), \(w=1, 3, \ldots, N-2\).

To improve the performance of the impulse detection progressive switching median (PSM) has been proposed [16]. A technique based on median of absolute deviation from the median (MAD) has been used [16] to remove the problem of fixed threshold for the entire image. In this filter \(d_w\) is compared with dynamic updating threshold given by (1.9). Fig 5 shows calculation of median of absolute deviation.

\[
T_w = s \times \text{MAD} + \delta_w \quad \text{... (1.9)}
\]

Here \(s\) is some constant that depends on the image and \(\delta_w\) is some constant that changes over the iterations. Based on the condition \(d_w > T_w\) where \(w=0, 1, 2, 3\) for any \(w\) pixel is considered as noisy pixel. Simulations shows that \([\delta_0, \delta_1, \delta_2, \delta_3] = [40, 25, 10, 5]\) is good for removal of random valued impulse noise.
noise and \([\delta_0, \delta_1, \delta_2, \delta_3] = [55, 40, 25, 15]\) is good for fixed valued impulse noise. By doing experiments on various images it has been observed that \(0 \leq s \leq 0.6\) is good for noise suppression.

2.2 Operator based switching median filter

In operator based switching methods some operator is used to identify the noisy pixel. Some of the examples are Laplacian, Lulu etc., more details can be found in [17-19]. By using the above four Laplacian kernels defined in Fig 6 convolution operation is performed over the selected window of pixels and for each kernel a value is computed, after that minimum of those four convolution is used to compute \(B_{ij}\):

\[B_{ij} = \text{minimum} \left[|X_{ij} \otimes K_c|, 1 \leq c \leq 4 \right] \ldots (2.0)\]

\(B_{ij}\) is then compared with some threshold to identify whether current pixel is noisy or noise free.

2.3 Statistics based switching median filter

2.3.1 Boundary discriminative noise detection (BDND)

Boundary discriminative noise detection method divides the pixels into three categories [20, 34].

- Pixels which are corrupted by impulse noise but of low intensity.
- Pixels which are not corrupted.
- Pixels which are corrupted with high impulse noise.

BDND algorithm works as follows-

1. First create a window of 21*21 and align it to the centre pixel.
2. Use some efficient sorting algorithm to sort the pixels inside the window to find the median, or we can find the median directly by using the algorithm [21] of the sorted vector \(V\).
3. Then compute the difference of intensity of all pair of adjacent pixels and across the sorted vector \(V\) and find the difference \(V_d\).
4. Pixels which are having lowest intensity in current window and median of window \(V\), calculate the maximum intensity difference in \(V_d\) of the same range and mark the corresponding pixel in sorted vector \(V\) as boundary b1.
5. Another boundary b2 is calculated by taking difference maximum intensity in the window and median value of window.
6. If pixel currently being processed is found under middle cluster then classification process stops here and pixel is identified as noise free pixel, otherwise continue iteratively.
7. Execute the above steps from step-2 to step-5 iteratively around the pixel under consideration.
8. After processing all the pixels a map is created which contains two values 1 or 0, if some pixel is having value 1 it means that pixel is noisy and if some pixel is having 0 it is noise-free pixel.
9. Pixel restoration operation is applied over only noisy pixels, noise-free pixels are kept intact.

2.3.2 High performance detection filter (HPDF)

High performance detection filtering scheme is based on the observation that for every noise-free pixel there are some minimum number of similar neighbours [22]. This algorithm works in four stages, where each stage performs similar kind of work. Here central pixel is subtracted from the other pixels of the window to find the absolute difference. Where \( N_k \), the window size is in \( k \) th stage. Next step is to count the number of pixels in the current window for which \( M_j \) is lesser than the predefined intensity level \( C_k \) in \( k \) th stage. (2.1) shows that count() function returns the number of pixels lesser than intensity at the \( k \) th stage.

\[
C = \text{count}(M_j \leq C_k) \forall k=1, 2, 3, 4 \quad \text{(2.1)}
\]

C is compared with threshold to determine whether current pixel is noisy or not. This process is applied over all the pixels in the image and in \( i \) th stage \( C_k = [40, 30, 20, 10] \) and \( T_k = [7, 5, 3, 2] \) is applied. To restore the corrupted pixel mean of noise-free pixel is calculated and replaced at the centre of window. This algorithm considers each noisy pixel just once in the whole process.

2.3.3 Noise adaptive switching median based filter

This algorithm is based on finding the local extremes for current window, and a pixel is considered noisy if that pixel appears as local extreme \( N \) times, where \( N \) defines number of pixels in the filtering window. This process is applied over the entire image and after getting some local extremes median of current window is find out and that is used to restore the noisy pixel. This method is most suitable for fixed valued impulse noise [23].

2.3.4 Histogram based filtering scheme

This algorithm generates a binary map of 1’s and 0’s, which is used later to identify whether the considered pixel is noisy or noise-free [24, 35]. Algorithm has been defined below.

1. Take a window of 21*21 centred at the current pixel.
2. Generate the histogram of current window and find the values of maximum gray-level and minimum gray-level.
3. Calculate the average gray level and then for indexes between minimum gray-level and average gray-level the difference non-zero indexes, out of all the differences find maximum difference and mark it as boundary b1.
4. Calculate the difference between non-zero indexes which comes between maximum gray-level and average gray-level, then find the max value out of all computed differences and mark it b2.
5. After doing this computation pixels are categorized into three clusters, so some pixel \( X_{ij} \) is considered correct if it belongs to middle cluster otherwise it’s corrupted.
6. This algorithm make sure that some noise-free pixel should not be considered as noisy pixels so to verify that one more time the above process is executed and if it is found that some pixel \( X_{ij} \) still belongs to middle cluster then finally it is declared as noise-free pixel.
7. To restore the corrupted pixels median of the current window is used to replace the current pixel.

e) Advanced boundary discriminative noise detection (ABDND)

This algorithm computes the histogram of the image from which range of gray-levels is computed which is used to find a suitable threshold for filtering operation. For current window centred at the current pixel the difference between the current pixel and the brightest pixel as well as current pixel and lowest intensity pixel is computed. Pixels which are found noisy in first time are sent to next stage using local statistics to avoid false detection [25]. To restore the noisy pixels adaptive switching median filter is used.

2.3.5 Morphology based switching median filtering

Morphology based approach uses opening and closing operations [3] to identify the noisy pixel. Closing operation is defined as dilation of image by structuring element b followed by erosion, and opening operation is defined as erosion of image by structuring element b followed by dilation. Morphological filtering scheme has been defined in [26]. Noisy image is fed to the morphological residue detector (MRD), then two output files are created, one is fed to OCF/COF sequence algorithms and another is kept intact, later both are combined to produce the final filtered image. Fig. 7 shows graphical representation of this concept. Opening and Closing operations have been defined in (2.2) and (2.3) respectively:

\[
E_o = X - X \Delta b \quad \text{(2.2)}
\]

\[
E_c = X \triangledown b - X \quad \text{(2.3)}
\]

Where \( \Delta \) is closing operation and \( \triangledown \) is opening operation, \( E_o \) and \( E_c \) are the opening and closing distance from the input signal.
respectively, b is the structuring element. Pixels are identified as noisy or noise-less based on after comparing $E_o$ and $E_c$ with threshold. (2.4) entails more details.

$$g_{ij} = \begin{cases} 
1 & \text{if } E_o \geq T \text{ and } E_c = 0 \\
0 & \text{otherwise} \\
-1 & \text{if } E_c \geq T \text{ and } E_o = 0 
\end{cases} \quad \text{(2.4)}$$

If $g_{ij} = 1$, then $X_{ij}$ is considered as salt noise, and if $g_{ij} = -1$ then current pixel is considered as pepper noise and if $g_{ij} = 0$ then current pixel is considered as noise-free pixel. To remove the noise two filters are used in sequence of open and close. First one is called open close filter (OCF). (2.5) explains the working of OCF.

$$OCF(X) = (X \Delta b1) \Delta b2 \quad \text{(2.5)}$$

Where b1 and b2 are structuring element. To preserve the small details present in image size of b1 should be kept small and size of b2 should be made larger than b1. This filter removes pepper noise correctly, however the pepper noise whose size exceeds b1 cannot be eliminated, to remove remaining noise second filter close open filter (COF) is applied. Mathematical operation of COF has been explained in (2.6).

$$COF(X) = (X \Delta b1) \triangledown b2 \quad \text{(2.6)}$$

Close open filter removes salt noise effectively. To restore the corrupted pixel this filter uses median of current window.

2.3.6 Conditional morphological detector

In this morphological system conditional opening and conditional closing operations are used to find the absolute deviation [27] which is compared with the current pixel using some threshold and if deviation is becoming more than the threshold then pixel is considered as noisy otherwise noise-less. Absolute deviation can be calculated by using following formula given in (2.7).

$$ad_{ij} = \left[ \frac{(X \triangledown b)_{ij}^c + (X \Delta b)_{ij}^c}{2} \right] - X_{ij} \quad \text{(2.7)}$$

Where $ad_{ij}$ is absolute deviation and $(X \triangledown b)_{ij}^c$, $(X \Delta b)_{ij}^c$ is called conditional closing and conditional opening operation respectively. Conditional opening and closing can be computed by using conditional erosion and dilation. Conditional dilation and conditional erosion can be computed by using noisy image, structuring element and erosion gradient, dilation gradient respectively.

2.3.7 Fuzzy logic based switching median filtering

It is difficult to set some parameter or some condition based on which some filter can be selected. It shows that filtering system possess some capability of uncertain information due to which we can incorporate fuzzy logic into image filtering. Fuzzy logic based methods can be categorized into two broad categories.

a) Fuzzy rule based technique for filtering.

b) Fuzzy techniques for identifying corrupted pixels.

To identify the corrupted pixel one such approach is defined in [28], it works as follows.

1. Let we have a window of size $N^2$ centred at $X_{ij}$, First of all sort all the pixels in current window so that pixels come in ascending order. Corrupted pixels can be on the either end of this sorted sequence. To identify the current pixel as noisy let we define a function function as given in (2.8).

$$g_{ij} = \begin{cases} 
1 & \text{if } X_{ij} \leq X_2 \text{ or } X_{ij} \geq X_{N-x} \\
0 & \text{otherwise} 
\end{cases} \quad \text{(2.8)}$$

(2.8) uses a constant named $z$.

2. Subtract the central pixel from all the pixels in the current window and find the average of absolute difference as given in (2.7). If average of absolute difference is high then it shows that pixel is noisy. A new statistics $S_{ij}$ has been defined in (2.9).

$$S_{ij} = ad_{ij} \ast g_{ij} \quad \text{(2.9)}$$

3. Next a fuzzy impulse detector function is defined, (3.0) encompasses more details about fuzzy impulse detector.

$$fzz_{ij} = \begin{cases} 
0 & \text{when } S_{ij} \leq W_1 \\
\frac{(S_{ij} - W_1)}{(W_2 - W_1)} & \text{when } W_1 \leq S_{ij} \leq W_2 \\
1 & \text{when } S_{ij} \geq W_2 
\end{cases} \quad \text{(3.0)}$$

Where $W_1$ and $W_2$ are some constant and $fzz_{ij} = 0$ shows that pixel is noise-free, $fzz_{ij} = 1$ shows that pixel is completely noisy whereas $0 < fzz_{ij} < 1$ indicates the extent up to which the pixel is noisy.

2.3.8 Adaptive Neuro–fuzzy inference based switching median filtering

In this filtering system after applying the noise filter output of that noise filter is fed to the sugeno-type fuzzy inference system. System parameters are tuned by computer generated artificial image and adaption of Neuro-fuzzy parameter is accomplished by using Levenberg-Marquardt optimization algorithm, details can be found here [29-30]. This filter takes two input, one is noisy image and other one is processed image, after applying median filter output is generated based on neuro-fuzzy system. Each of the input is having bell shaped membership function and its output function is linear [31]. Rules for the neuro-fuzzy system can be defined as given in (3.1), (3.2), (3.3) ...

\[ \text{(3.9)} \]

If $X_1$ is $M_{11}$ and $X_2$ is $M_{21}$ then $L_1 = OP_1(X_1, X_2) \quad \text{(3.1)}$

If $X_1$ is $M_{11}$ and $X_2$ is $M_{22}$ then $L_2 = OP_2(X_1, X_2) \quad \text{(3.2)}$

If $X_1$ is $M_{11}$ and $X_2$ is $M_{22}$ then $L_3 = OP_3(X_1, X_2) \quad \text{(3.3)}$

If $X_1$ is $M_{12}$ and $X_2$ is $M_{21}$ then $L_4 = OP_4(X_1, X_2) \quad \text{(3.4)}$

If $X_1$ is $M_{12}$ and $X_2$ is $M_{22}$ then $L_5 = OP_5(X_1, X_2) \quad \text{(3.5)}$
If \(X_1 \text{ is } M_{12}\) and \(X_2 \text{ is } M_{23}\) then \(OP_6(X_1, X_2)\) ... (3.6)
If \(X_1 \text{ is } M_{13}\) and \(X_2 \text{ is } M_{24}\) then \(L_7 = OP_7(X_1, X_2)\) ... (3.7)
If \(X_1 \text{ is } M_{13}\) and \(X_2 \text{ is } M_{22}\) then \(L_8 = OP_8(X_1, X_2)\) ... (3.8)
If \(X_1 \text{ is } M_{13}\) and \(X_2 \text{ is } M_{23}\) then \(L_9 = OP_9(X_1, X_2)\) ... (3.9)

Where \(M_{ij}\) represent the \(j\)'th membership function of \(i\)'th input, \(L_k\) denotes the output of \(k\)'th rule and \(OP_k\) denotes the \(k\)'th output membership function. Input membership function can be defined as given in (4.0).

\[
M_{ij} = \frac{1}{1 + \left| \frac{u - p_{ij}}{q_{ij}} \right|^2 r_{ij}}, i = 1,2 \text{ and } j = 1,2,3 \quad \ldots (4.0)
\]

Output membership function is given by (4.1).

\[
OP_k(u_1, u_2) = t_{k1}u_1 + t_{k2}u_2 + t_{k3}, k = 1,2,3 \ldots 9 \quad \ldots (4.1)
\]

In (4.1) parameters \(p, q, r, t\) are used to define the membership function. Neuro fuzzy system parameters are trained using suitable images [32, 33]. Weight factor associated with rules can be calculated as given in table 1. Output is given by (4.2).

\[
Y_{OP} = \frac{\sum_{k=1}^{9} w_k k}{\sum_{k=1}^{9} w_k} \quad \ldots (4.2)
\]

Some filtering approaches along with filtered pixel keep some other information also like whether the pixel is an edge pixel or not, see [33] for more details. Some approaches uses ANFIS to identify the corrupted pixel. From horizontal and vertical direction two neuro-fuzzy sub-detectors are used to find the corrupted pixel and then their output is fed to some decision making function which average out the inputs for final decision, for detail see [33].Fig. 8. Is shown which explains the general structure of neuro-fuzzy impulse detector.

<table>
<thead>
<tr>
<th>Table 1 Weight factor calculation rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>(W_1 = M_{11}(X_1).M_{21}(X_2))</td>
</tr>
<tr>
<td>(W_2 = M_{11}(X_1).M_{22}(X_2))</td>
</tr>
<tr>
<td>(W_3 = M_{11}(X_1).M_{23}(X_2))</td>
</tr>
<tr>
<td>(W_4 = M_{12}(X_1).M_{21}(X_2))</td>
</tr>
<tr>
<td>(W_5 = M_{12}(X_1).M_{22}(X_2))</td>
</tr>
<tr>
<td>(W_6 = M_{12}(X_1).M_{23}(X_2))</td>
</tr>
<tr>
<td>(W_7 = M_{13}(X_1).M_{21}(X_2))</td>
</tr>
<tr>
<td>(W_8 = M_{13}(X_1).M_{22}(X_2))</td>
</tr>
<tr>
<td>(W_9 = M_{13}(X_1).M_{23}(X_2))</td>
</tr>
</tbody>
</table>

This paper focus on various median filtering based techniques to remove impulse noise from the images. Each technique has its own advantage along with limitation. Some techniques may be good for less noise density images however other methods might be highly computationally efficient. Some approaches are better for fixed valued impulse noise, other may be good for random valued impulse noise. After studying several techniques it is found that methods which uses impulse detector for noise identification, perform better than uniformly applied methods. After studying various approaches it is found that threshold based methods performance is poorer at high noise density because the choice of suitable threshold is critical factor however decision based approach is more suitable at high noise density.
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