Revolution of Storms from Vendor lock-in to the Data storage

Y.ANITHA, D.RAVIKIRAN

M.Tech Research Scholar, Priyadarshini Institute of Technology and Science for Women
Professor, Priyadarshini Institute of Technology and Science for Women

Abstract: The open stack-based private cloud can help mitigate vendor lock-in and promises transparent use of cloud computing services. Most of the basic technologies necessary to realize the open stack-based private cloud already exist, yet lack integration. Thus, integrating these state-of-the-art tools promises a huge leap toward the open stack-based private cloud. To avoid vendor lock-in, the community must drive the ideas and create a truly open stack-based private cloud with added value for all customers and broad support for different providers and implementation technologies.
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1. INTRODUCTION

To some point, we can understand the Meta cloud based on a grouping of existing tools and concept, part of which we just examine. Figure 1 depicts the Meta cloud’s main components. We can arrange these components based on whether they’re important generally for cloud software developers throughout expansion time or whether they execute tasks throughout runtime. We explain their interaction utilizing the games gambling portal for a simple example. The Meta cloud API gives a combined programming interface to summary from the difference among source implementations of API. For users, utilizing this Application Program Interface prevent their request from being typically wired to a particular cloud service submission. The API of Meta cloud can develop on available source cloud provider abstraction APIs, as previously mentioned. Even these deals mostly with the key value stores and computer services, in standard, all services can be covered that are theoretical more than one service to offer and whose specific APIs don’t differ too much. Theoretically. Resource template engineers explain the cloud services required to process an application utilizing resource templates. They can identify service categories with extra proper ties, and a model of graph explores the functional and interrelation dependency between services. Developers create the Meta cloud reserve templates utilizing a plain DSL (domain-specific language), hire them in a few words specify necessary resources. Store definitions are based on a kind of masterpiece model; thus engineers can develop reusable and configurable emplate components, which use them and their groups to reuse and share general resource templates in various projects. Utilizing the domain-specific language, engineers model components of their application and their necessary runtime needs, like as memory, I/O capacities, and CPU, as well as weighted and dependency communication between these components. The provision strategy uses the relations of subjective component to conclude the application’s optimal deployment configuration.

Moreover, resource template allows engineers to describe restrictions depending upon expenditures, geographical distribution and component proximity.

2. CLOUD COMPUTING USE CASE

The Cloud Computing Use Case group took together cloud customers and cloud vendors to describe general use case scenarios for cloud computing. The use case scenarios demonstrate the performance and economic benefits of cloud computing and are based on the needs of the widest possible range of consumers.

The goal of this white paper is to highlight the potentiality and requirements that require to be standardized in a cloud environment to ensure interoperability, ease of integration and portability. It
must be possible to apply all of the use cases described in this paper without using closed, proprietary technologies. Cloud computing must evolve as an open environment, minimizing vendor lock-in and increasing customer choice.

**2.1 The use cases:**

Provide a practical, customer-experience-based context for discussions on interoperability and standards. Make it clear where existing standards should be used. Focus the industry’s attention on the importance of Open Cloud Computing. Make it clear where there is standards work to be done. If a particular use case can’t be built today, or if it can only be built with proprietary APIs and products, the industry needs to define standards to make that use case possible.

A use case that clearly describes a common task and outlines the difficulties in accomplishing it is the best possible justification for any standards effort. Lately, the Meta cloud idea has received some attention, and several techniques try to tackle at least parts of the problem.

**3. CURRENT WEATHER IN THE (META) CLOUD**

First, standardized programming APIs must enable developers to make cloud-neutral requests that aren’t hardwired to any single supplier or cloud service. Cloud supplier abstraction libraries such as libcloud (http://libcloud.apache.org), fog (http://fog.io), and jclouds (http://www.jclouds.org) provide unified APIs for getting into different vendors’ cloud products. Using these libraries, developers are pleased of technological vendor lock-in because they can switch cloud providers for their applications with relatively low overhead.

As a second ingredient, the meta cloud uses resource patterns to describe existing features that the application needs from the cloud. Some current tools and schemes — for example, Amazon’s Cloud Formation (http://aws.amazon.com/cloudformation/) or the upcoming TOSCA specification (www.oasis-open.org/committees/tosca) — are working near similar objectives and can be adapted to provide these required features for the meta cloud.

Most implicit metadata is practical in nature and is normally although not always of more use to those administering the collection rather than those using it. While most implicit metadata is derived from the file itself, a certain amount could also be derived from its context (e.g. its location within directories/folders or on servers). In developing a digital collection it may be useful to extract some implicit metadata and hold it separately within a database for the purposes of retrieval, quality control, or digital preservation. Typically though, much implicit metadata is left untouched within the file.

Although explicit metadata should be created by humans, it require not all be created by those building and classification a digital collection. It is very likely that there is some pre-existing legacy metadata that can be exploited (even if it is just a scrawled inscription on the back of a photograph, film can or audio cassette). Or it might be possible to get your collection users to add to the metadata in a semi-controlled way (via tags or annotations).

**3.1 Inside the Meta Cloud**

Metadata might take the form of controlled terminology, carefully constructed or chosen from formal lists and entered into pre-established categories. Or it might be simply a free text description or set of keywords used to explain or ‘tag’ an image. It might describe something objective and straightforward, such as the file size of the digital file; or something much more complex, such as the subject matter of the resource or legal rights associated with its use. Metadata is often held within databases, but it can take other forms - it can just as easily be found embedded within the digital file itself. In short, metadata provides the means for us to describe our digital resources in a structured way that enables us to share those resources with other people and machines.

**3.2 Meta Cloud API**

In providing an API that is responsive, fast, clean, and performs brilliantly for a core set of tasks that a developer couldn’t live without. And that’s just what we’ve set out to build.
3.3 Resource Templates
Developers explain the cloud services need to run an application using resource templates. They can specify service types with extra properties, and a graph model says the interrelation and functional dependencies between services. Developers create the meta cloud resource templates utilizing a simple domain-specific language (DSL), letting them in brief specify required resources. The provisioning strategy uses the weighted component relations to determine the application’s optimal deployment configuration. Moreover, resource templates allow developers to define constraints based on costs, component proximity, and geographical distribution.

3.4 Meta Cloud Proxy
The Meta cloud gives proxy objects, which are arranged with the request and run on the provisioned cloud resources. Proxies give a way to perform deployment and migration recipes triggered by the Meta cloud’s provisioning strategy. Moreover, proxy objects send QoS statistics to the resource monitoring component running within the Meta cloud. The Meta cloud contains the data by capturing the application’s calls to the underlying cloud services and measuring their processing time, or by executing short benchmark programs. Applications can also describe and monitor custom QoS metrics that the proxy objects send to the resource monitoring component to enable advanced, application-specific management strategies. Proxies don’t run inside the Meta cloud, and normal service calls from the request to the proxy aren’t routed through the Meta cloud, either.

3.5 Resource Monitoring
Meta cloud proxies are the resource monitoring component receives data collected on an application’s request, about the resources they’re using. The component sifts and processes these data and then stores them on the knowledge base for further processing.

3.6 Provisioning Strategy
The use of a company’s cloud computing strategy, which typically first engages selecting which application and services will reside in the public cloud and which will remain on site behind the firewall or in the private cloud. Cloud provisioning also entails developing the processes for interacting with the cloud’s applications and services as well as auditing and monitoring who accesses and utilizes the resources.

The most common reference to cloud provisioning is when a company seeks to transition some or all of its existing applications to the cloud without having to significantly re-architect or re-engineer the applications.

4. KNOWLEDGE BASE
To estimate migration costs based on their pricing and QoS, and information necessary to the knowledge base stores data about cloud provider services. Which cloud providers are eligible for a certain customer to the knowledge base indicates. Several information sources contribute to the knowledge base: Meta cloud proxies repeatedly send data about request behavior and cloud service QoS. Clients can add cloud service providers’ pricing and capabilities manually or use swarming methods that can get this information automatically.

A Meta Cloud Use Case
Let’s come back to the sports request use case. The Meta cloud API and doesn’t directly talk to the cloud-provider-specific service APIs to the meta-cloud-compliant variant of this application accesses cloud services. For our particular case, this means the request doesn’t depend on Amazon EC2, SQS, or RDS service APIs, but rather on the meta cloud’s compute, message queue, and relational database service APIs.

Metadata relating to a digital resource can come from one of two sources: (a) it can be automatically derived from the digital resource itself, or (b) can be created and associated with a resource by human
The first kind of metadata might be called intrinsic or implicit metadata. Examples of this include file formats, resolution, bit-depth, or framebuffer. File formats typically encode this sort of information within the header (the first section) of the digital file. If an image has been created by a digital camera, it is likely that the camera has also written a certain amount of information about the digital capture into the file header, such as the camera make and model, its settings, and the date the photograph was taken (this makes use of the EXIF standard). Most implicit metadata is technical in nature and is generally - although not always - of more use to those administering the collection rather than those using it. While most implicit metadata is derived from the file itself, a certain amount could also be derived from its context (e.g., its location within directories/folders or on servers). In developing a digital collection it may be useful to extract some implicit metadata and hold it separately within a database for the purposes of retrieval, quality control, or digital preservation. Typically though, much implicit metadata is left untouched within the file.

The second kind of metadata might be called extrinsic or explicit metadata. Because this is created by humans, it is the most difficult and expensive metadata to create. But it is also usually the most important - especially to the end user. The advice documents in this series are mostly concerned with creating and managing explicit metadata.

Although explicit metadata must be created by humans, it need not all be created by those building and cataloguing a digital collection. It is very likely that there is some pre-existing legacy metadata that can be exploited (even if it is just a scrawled inscription on the back of a photograph, film can or audio cassette). Or it might be possible to get your collection users to add to the metadata in a semi-controlled way (via tags or annotations).

Those developing digital collections will need to make decisions about what implicit metadata should be extracted and what explicit metadata needs to be gathered or created to support the collection and its users. Usually resource limitations will play a role in these decisions. Some collections can afford to spend hours creating metadata for each resource; others less so. Some digital asset management systems are able to automatically extract implicit metadata from a digital file; many cannot and will rely on the cataloguer using other tools to discover this information manually.

5. CHALLENGES ON META CLOUD

Working on the Meta cloud, we face the following technical challenges. Resource monitoring must collect and process data describing different cloud providers’ services such that the provisioning strategy can compare and rank their QoS properties in a normalized, provider-independent fashion. Although solutions for deployment in the cloud are relatively mature, application migration isn’t as well supported. Finding the balance between migration facilities provided by the Meta cloud and the application is particularly important. Cloud-centric migration makes the Meta cloud infrastructure responsible for most migration aspects, leading to issues with application-specific intricacies, whereas in application-centric migration, the Meta cloud only triggers the migration process, leaving its execution mostly to the application. We argue that the Meta cloud should control the migration process but offer many interception points for applications to influence the process at all stages. The provisioning strategy, the most integrative component, which derives strategies mainly based on input from runtime monitoring and resource templates and effects them by executing migration makes the Meta cloud should control the migration process but offer many interception points for applications to influence the process at all stages. The provisioning strategy, the most integrative component, which derives strategies mainly based on input from runtime monitoring and resource templates and effects them by executing migration and deployment recipe, requires further research into combining approaches from the information retrieval and autonomic computing fields.

6. CONCLUSION

In this paper we addresses the open stack-based private cloud can help mitigate vendor lock-in and promises transparent use of cloud computing services. The majority of the basic technologies necessary to realize the open stack-based private cloud already exists yet lack integration. Thus, integrating these state-of-the-art tools promises a huge leap toward the open stack-based private cloud. To avoid vendor lock-in, the community must drive the ideas and create a truly open stack-based private cloud with added value for all customers and broad support for different providers and implementation technologies.
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